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Abstract

Machine learning technology has been widely used in a variety of computer
vision applications, with the ability to produce consistent and highly accurate
performance. This article aims to develop an automatic method for segmenting images
of footwear by suggesting ways to extract meaningful information from it.

The proposed algorithm generates the exact location of the footwear object and
identifies the type of shoe. The method implemented in the experiment is called
YOLOvV3, which is mainly used to train the characteristics of shoes and verify
invisible objects. To prove the validity, the two databases of the proposed method hold
a total of 700 footwear images. In particular, the database consists of images with
clean and complex backgrounds. In particular, complex datasets try to mimic reality,
I.e.,It is more practical when implemented in practical applications.

When tested on clean and tidy images, the average accuracy was 95% clean
background and 68% complex background, respectively. On the other hand, to
improve the accuracy of complex data sets, the model must first be made to learn the
features of a clean data set. In the future, this method can be extended to further train
other benchmark databases and combine network architecture types.

Keyword : yolov3, object detection, deep learning
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I. INTRODUCTION

Object detection is a process to identify and locate multiple objects in an image
or video.Owing to its superior practical advantages, it has been successfully
implemented on many applications, such as agriculture [1], medical fields [2],
transportation [3] and others. Specifically, object detection predicts the
position of the object through the bounding box, meanwhile, classifies the object’s
type in an image. In the era of artificial intelligence and the Internet of Things, the
issues of realizing the detection applications in the real world and integrating with
mobile phones have become interesting research directions nowadays.

There are some popular and publicly available object detection models proposed
in the community. They can be categorized into the R-CNN (region-convolutional
neural network)[4] family and the YOLO (you only look once)[5] family. The former
approach includes R-CNNJ4], Fast R-CNN [6], Mask R-CNN [7], Faster RCNN [8],
whereas the latter incorporates YOLO[5], YOLOv2[9], YOLOv3[10]. In brief,R-CNN
finds the region proposal of the object then performs a classification task. On the other
hand, YOLOV3 utilizes a regression method to perform detection and classification
simultaneously. Nevertheless, both families rely on deep learning architecture in the
model training which requires a relatively large amount of calculations, high
execution time and computational memory usage.

The example of exploiting YOLOV3 is to recognize the different styles of wagon
numbers appearance under complex background with uneven lighting variations [11].
The proposed algorithm first identifies and crop the region of interest using a detector,
then another detector is trained to recognize the object from the cropped region.
Without the image preprocessing and character segmentation processes, the
recognition rate achieved was 96% on more than 1000 images. As the identification of
wagon numbers is demanding especially when applying on railway transportation, it
may require manual efforts to rearrange the digits and rectify the errors.

Recent work is carried out by Benjdira et al [12] to detect an unmanned aerial
vehicles (UAV) imagery dataset that collected from a drone, that consists of _300
images and _4000 instances of car objects. Both the Faster R-CNN and YOLOv3
approaches are tested on the images. The precision scores obtained were higher than
99%. However, the time taken for the Faster R-CNN is approximately 25 thousand
times more than that of YOLOV3.

On the other hand, YOLOV3 has been applied to detect the occurrence of fire
outbreaks over different forest areas in real-time [13]. A recognition rate of 83% is
exhibited with the frame rate of up to 3.2 fps when evaluated on the video that has a
resolution of 1920 _1080. However, the experiments were tested on large-area forest
fires, whereas the recognition accuracy for the small-scale forest fires is less
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satisfactory.

Tian et al [14] employ YOLOV3 on agri-food system. Succinctly, they monitor
the growth stages of different types of apples. The image of the object is taken in
orchards and has fluctuating illumination,
complex background (may contain branches and leaves) and overlapping apples. Data
augmentation is utilized as the preprocessing step to increase the diversity and amount
of data. Then YOLOvV3 is modified
by replacing the input size to allow the model to train on higher resolution images.
The average detection
rate is more than 80%. The reason that causes inaccurate detection might due to
partial occlusion of branches and leaves, as well as the overlapped apples.

Inspired by the promising detection performance achieved by adopting YOLOvV3
architecture on the various application, this paper attempts to detect the position of the
shoes on both clean and complex backgrounds. The three contributions of this article
are briefly listed as follows:

Collection of a shoe database, that comprises about 700 different types of shoe mages
with distinct backgrounds. All the images are publicly searchable online.

Adoption of state-of-the-arts pre-trained neural networks (YOLOvV3) to extract
discriminant features and perform the detection task.

Comprehensive experimentation on the dataset to verify the robustness of the
algorithms evaluated. Both the qualitative and quantitative results are presented.

1. DATABASE COLLECTION

There are a total of 756 footwear images downloaded from the Internet, which
contains an equal amount of images with clean and complex backgrounds, viz, 378
images each. The sample images of the dataset is illustrated in Figure 1 and Figure 2.
The definition of clean background is there is a white background and sometimes
there is some shadow beneath the footwear. In contrast, the complex background
normally presents in the form of real-world exemplars, such as the existence of
outdoor scenes behind the target object. Note that the spatial resolution of the
footwear is standardized to 512 x512 pixels by performing cropping and resizing
operation. An overview of the micro-expression datasets information that used in
the experiment is shown in Table I. Note that, the footwear images in both the training
and testing set are completely non-overlapping.
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TABLE 1
DETAILED INFORMATION OF THE FOOTWEAR DATABASES USED IN THE EXPERIMENT
Description
Resolution 512 x 512 pixels
Bit depth 24 bits

Train set | Test set | Total
Number of clean background image 344 34 378
Number of complex background image 344 34 378
Total 688 68 756

e
- &

Fig. 1. Example of the clean training set

Fig. 2. Example of the complex training set

After preprocessing the footwear images, a ground-truth annotation of the region
of footwear is performed.The labeling tool utilized in the experiment is Labelme,
which allows us to annotate the bounding box regions of the target object in an image.
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The sample annotated bounding box is illustrated in Figure 3 with a rectangle closed
boundary. In brief, a bounding box is the smallest rectangle that contains the footwear.
This tool is simple and easy to use where the user can use the mouse to draw a
rectangle box to indicate the boundary of the target object. Specifically, to create the
smallest rectangle that can enclose all the footwear context, the user just has to click
on a point on the top left corner and drag to the bottom right corner. This annotation
process is the only stage that requires high human effort as all the 788 images are
needed to be labeled manually.

@ labelimg C\Users\user\ Deskiop\jason\shoes_img\imageQC23538736_2000_1 jog - 0 x
file Edit View Help
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Fig. 3. Sample image to annotate the bounding box using Labelme software

I1l. PROPOSED METHOD

The purpose of this paper is to investigate the optimal neural network model that
is capable to handle the footwear detection task with different kinds of background. In
general, an object detection framework involves two basic steps, include: (1) Model
training — identification of the important features from the image; (2) Model
testing — localization and recognition of the object based on the features extracted.
Figure 4 illustrates the basic flowchart of the recognition process. Succinctly, since
there are two types of datasets collected, viz, clean and complex, four models are
trained independently:
Model 1 - The model is trained on the clean dataset.
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Model 2 - The model is trained on the clean dataset, then trained on the complex
dataset.

Model 3 - The model is trained on the complex dataset.

Model 4 - The model is trained on the composite dataset that contains clean and
complex data.

Note that, the object detection architecture used in the experiment is YOLOV3. In
brief, the architecture divides the image into different regions, then predict the
bounding box and probability of each region.

Model 1 pmp & E
YoLov3 Model 2 !

YOLOvV3 Model 3 i

1
1
1
1
|
|

YOLOv3 Model 4

___________________

Clean Dataset YOLOV3 |y

Complex Dataset

Complex Dataset

|

Clean + Complex

Dataset

. > o
Y

Model Training | Model Testing

Fig. 4. Block diagram of the proposed footwear segmentation system

The backbone architecture of YOLOvV3 is Darknet-53, which consists of 53
convolutional layers to capture deep features. The advantage of YOLOV3 is it enables
end-to-end object detection and can directly feed the entire input image to the
architecture. The trained model then predicts the coordinate position
of the bounding box, which produces the confidence level of the prediction, as well as
the category to which the object belongs. There are several studies demonstrate that
YOLOV3 is robust to the complex background and thus generates a low false
detection rate.
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IV. EXPERIMENT RESULTS AND DISCUSSION
In this experimental environment, the software platform was compiled in Python,
and the hardware platform was the processor Intel Core (TM) i9-9900kf CPU @
3.60GHz. The graphics card was NVIDIA GeForce RTX 2080 Ti. The configuration
parameters of the YOLOv3 architecture are set to:
Learning rate = 0.0001
Epoch =[50, 300]
_ MiniBatchSize = 512
_ Backbone architecture = Darknet-53
The performance metric to evaluate this segmentation task is mAP. Conceptually,
it mAP is derived from loU, which indicates the ratio of the overlap of ground-truth to
the segmented result:
Tl — Ground-truth M Predicted
Ground-truth U Predicted
Practically, there may exist more than one bounding box for each footwear image.
When loU is larger than 0.5, it denotes that the footwear is correctly localized
(marked as TP), otherwise, it is a fail (denoted as FP). Consequently, since there’s
only one type of target object (i.e., the footwear), the mean average precision (mAP)
for all the testing images can be computed as:

TP
mAP = 55 Fp

The proposed network models are tested on clean and complex datasets
separately. Referring to Table I,the total number of the testing data in the clean dataset
and complex dataset contains 34 images each.The performance results of evaluating
the effectiveness of the four models are tabulated in summarized in Table II, Table 11,
and can be graphically visualized in Figure 5, where model 1 was trained on clean
dataset; model 2 was trained on the clean dataset, then trained on the complex dataset;
model 3 was trained on the complex dataset, and; model 4 was trained on the clean +
complex datasets. Besides, Figure 6 depicts the overall performance of the four
proposed models when tested on both datasets.

From Figure 5(a), it is noticed that model 1 produces the best result (mAP > 90%)
when tested the images with a clean background for all the epochs. This is because
model 1 has been optimized the features training by capturing the footwear
characteristics. Model 4 ranked the second (MAP =_ 85%), as half of the training
dataset consists of images with a clean background. In contrast, model 2 and model 3
exhibit poor performance, mAP < 40%. This may due to the weights and biases in the
YOLOV3 network that have been confused by the complex background, conduced by

(1)

(2)
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the complex dataset. Some of the visualizations that successfully detected the
footwear is illustrated in Figure 7.

On the contrary, the segmentation performance when tested on complex datasets
behaves completely differently from that of the clean dataset. The result is shown in
Figure 5(b). Model 1, exhibited to the highest result on clean data, produces the worst
performance (MAP < 30%) when testing on the complex dataset. This is because the
network architecture does not know the complicated background. The model that
generates the best result is model 2 (MAP =_ 65%). This is due to model 2 first learns
the features of the footwear, then the complex background is introduced to the
network for further network training. Model 3 and model 4 produce the average result
of mMAP=50%, which is significantly better than that of model 1. Figure 8 shows that
the algorithm is capable to localize the footwear for the unseen image with complex
background.

TABLE 1I
SEGMENTATION PERFORMANCE OF THE PROPOSED ALGORITHM WHEN TESTED ON THE IMAGES ON CLEAN DATASET

Epoch | Model 1  Model 2 Model 3 Model 4
50 0.9301 0.3677 0.1965 0.8835
100 0.9296 0.3671 0.2224 0.8309
150 0.9322 0.3652 0.2241 0.8142
200 0.9433 0.3654 0.2028 0.8433
250 0.9328 0.3644 0.2182 0.833
300 0.9497 0.3491 0.218 0.848
Max 0.9497 0.3677 0.2241 0.8835

TABLE III
SEGMENTATION PERFORMANCE OF THE PROPOSED ALGORITHM WHEN TESTED ON THE IMAGES ON COMPLEX DATASET

Epoch | Model 1 Model 2 Model 3 Model 4
50 0.2921 0.675 0.4729 0.5544
100 0.2377 0.6392 0.4848 0.5094
150 0.2442 0.6295 0.4601 0.4165
200 0.272 0.6008 0.4903 0.4089
250 0.2914 0.6091 0.4721 0.3875
300 0.2814 0.626 0.4674 0.3547
Max 0.2921 0.675 0.4903 0.5544
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Fig. 5. Segmentation performance of the proposed algorithm when tested on the
images in: (a) clean dataset, and;(b) complex dataset.
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Fig. 6. Overall performance of the proposed models when tested on the images in
clean and complex datasets
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Fig. 8. The visualization of the output when testing on the image in complex
dataset.

V. CONCLUSION

This paper provides a comprehensive analysis to investigate footwear detection
and localization when it is placed on a variety of different backgrounds. The
segmentation approach employed is YOLOv3, with the backbone network of
Darknet-53. There are two types of the dataset collected, with the image background
of clean and complex. Particularly, complex dataset attempts to mimic the real-world
condition, which is more practical when implementing in real-life applications. The
performance results demonstrate that the YOLOv3 model of training solely the clean
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dataset and test on unseen clean background image produces more than 90% of the
mAP. On the other hand, to tackle the complex dataset, the model that first learns the
features of the clean dataset then the complex dataset is more satisfactory. In the
future, this method can be extended to further train other benchmark databases and
combining with types of network architecture.
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