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Automatic Bedroom Detection on Architectural Floor Plan Images

Abstract

This paper proposes a novel method to detect the room from an architectural
floor plan database. Given a floor plan of a house, the details regarding the layout of
the design can be determined, such as the number, size, type and even the exact
location of the room can be interpreted automatically using the image processing
methods. This can bring advantages to real estate marketing in identifying the current
trends and insights to better assist the customers in making decisions. Besides, it
reduces the analyzing time and increases the efficiency in business actions. This paper
utilizes both the traditional image processing and convolutional neural networks
(CNN) to detect the bedrooms by segmentation and classifications processes. The best

bedroom classification accuracy achieved is 98.8%.

Keyword : floor plan - room - edge detection - CNN - classification
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1 Introduction

When designing a building, the most indispensable tool for the architect is the
floor plan, which provides safe building guidelines during the construction. A floor
plan demonstrates the relationships between rooms, spaces, and other physical
characteristics in a visual form. The floor plan usually specifies the basic layout
dimensions (i.e., room size, height, length). Therefore, it is the most essential guide
for the home buyer to consider purchasing the property [1]. Nevertheless, there is a
lack of an automatic system to relate the architectural design to computer vision
technology. Specifically, this automatic task is useful in assisting the buyers to quickly
determine the number of bedrooms in each floor plan, classify the space according to
the floor plan, analyze the amount of space in a floor plan, and determine the exact
locations for each room.

Albeit the emergence of artificial intelligence, the existing literature studies in
analyzing the architectural designs with this technology are manageably finite. For
example, Bayer et al. [2] suggest a semi-automatic method to automatically generate
the floor plans of specific buildings. Concretely, the Long Short-Term Memory
(LSTM) [3] was utilized as predictive modeling to achieve this task. However, the
trained model insufficiently describes the detailed contextual characteristics of the
floor plan, such as the actual position of the basic building blocks (i.e., walls, doors,
and windows).

On the other hand, Chen Liu et al [4] propose a novel convolutional neural
network (CNN) architecture, namely FloorNet, to reconstruct the 3D floor plans by
physically scanning the indoor spaces over a visual display. A triplebranch hybrid
design is implemented to simultaneously process the 3D coordinate points, 2D floor
plan and images captured, to form the final floor plan. De las Heras, Llu 1s-Pere, et al.
[5] design a system to first extract the main entities using statistical segmentation.
Then the structural compositions of the building are identified using an image
recognition technique. The authors claimed that the proposed algorithm is adaptable to
any graphical representation, as it can extract the structural elements without prior
knowledge of the modeling conventions of the plan.

Besides, [6] introduces a method to detect the elements of the walls and identify
the key objects, as well as determine the characters from the floor plan images. The
methodologies to accomplish this task are to adopt a fully convolutional network
(FCN) model and an optical character recognition (OCR) technique. In brief, OCR is
to retrieve meaningful room labeling. Although the size of the rooms can be obtained,
the text might be failed to be recognized if the resolution of the image is low.

To improve the quality of the image, Sheraz et al. [7] suggest to segment the wall
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before performing the text recognition. The goal is to identify the text/ graphic from
the floor plan. A promising result of recall of 99% is exhibited when evaluating on
~90 floor plans. On another note, they [8] point out that the wall thickness (especially
thin wall) greatly affect the wall detection. The following year, the same research
group [9] presents an automatic system to analyze and label the architectural floor
plans by structural and semantic information. This paper extends the previous paper
by dividing the rooms into several sub-partitions,if several rooms share the same
room.

Recently, Goyal et al. [10] propose SUGAMAN (Supervised and Unified
framework using Grammar and Annotation Model for Access and Navigation) to
briefly describe the indoor environment in natural language from the building floor
plan images. They represent the room features by adopting a local orientation and
frequency descriptor (LOFD). Then, a single-layer neural network with 10 neurons is
employed to learn the room annotations for room classification. To examine the
effectiveness of the proposed algorithm, experiments are conducted on a dataset with
more than 1000 image samples. Results demonstrated that the proposed method
outperformed the stateof-the-arts by attaining higher classification accuracy when
identifying the decor items (i.e., bed, chair, table, sofa, etc.).

Thus far, there are limited publicly available datasets that contain the
architectural floor plan images. For instance, these four datasets: CVC-FP [11],
SESYD [12], Robin [13], and Rent3D [14] usually served as the experimental data in
the academic studies. The detailed information of these datasets is shown in Table 1
and the sample images are illustrated in Figure 1. It is observed that the databases are
largely limited on their own. Concisely, the floor plan images may vary in different
aspects: (1) building types (i.e., theater, school, house, museum, etc.);

(2) multidimensional images (i.e., 2D and 3D); (3) representation types (i.e., sketches
and computer-aided design), and; (4) furniture layouts (i.e., walls, windows, doors,
sofa, stairs, etc.). Particularly, Rent3D and CVC-FP are the scanned images. The
contents are mostly in text, rather than displaying the furniture icon. On the other
hand, Robin and SESYD comprised of the computer-generated floor plan with lesser
image noise, compared to the other two datasets. However, the wall thickness of
Automatic Bedroom Detection on Architectural Floor Plan Images 3 SESYD is
relatively thin. Therefore, it may lead to some errors during the wall segmentation
process. Based on the pros and cons of the datasets discussed above, only Robin
dataset is considered as the experimental data in this paper.

To the best of our knowledge, this is the first attempt to comprehensively address
and analyze the details of the rooms from the floor plans. In this paper, a benchmark

framework is provided to automatically determine the location and the number of
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bedrooms from a floor plan.
The main contributions of this paper are listed as follows:

1. Application of a series of pre-processing techniques to improve the image
quality, such as noise removal, wall thickness adjustment and image scaling.

2. Adoption of several well-known pre-trained neural networks to learn the
characteristics of bedroom features for bedroom classification.

3. Comprehensive experimentation on the dataset to verify the effectiveness of
the algorithms evaluated. Both the qualitative and quantitative results are presented.

The remaining of the paper is organized as follows: Section 2 describes the
complete framework in detail, including the pre-processing method, configuration of
experiment settings and performance metrics for result validation. Section 3 reports

and analyzes the experimental results. Finally, conclusions are drawn in Section 4.
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2 Proposed Method

The proposed algorithm is targeted to determine the existence of the bedroom
and their respective location as well as to compute the number of the bedroom from
an architectural floor plan image. Figure 2 depicts the conceptual framework of the
proposed method. In brief, it incorporates four primary stages: wall extraction, wall
thickening and door gap closing, room partitioning and decor item retrieval, bedroom
classification. The details of each step are discussed in this section by providing
greater detail in terms of their respective mathematical derivations and pseudocodes.
Note that, the dataset involved in the experiment is Robin because the decor items
shown on the images are clear and do not contain any text information.

2.1 Wall extraction

The first step is to acquire the wall lines whilst removing the decor items. Prior to
that, all the images are converted from RGB colorspace to grayscale. Specifically,
Otsu’s algorithm is employed to perform the thresholding technique to enhance image
contrast. It is noticed that the decor items are appearing in thinner lines compared to
the walls. Therefore, a simple morphological image processing method, viz, closing,
is adopted to remove the objects with thin lines. The closing operation (1) is defined
as:

A-B=(A®B)OB

By doing so, the decor items can be eliminated, in the meantime, preserving the
wall lines, as illustrated in Figure 2 (b). Moreover, Figure 3 (a)-(c) show the image
outputs generated in this stage.

2.2 Wall thickening and door gap closing

As there are noticeable door gaps after performing the wall extraction in the
previous step (i.e., Figure 2 (b)), the gaps are filled by thickening the walls to
facilitate the gaps connection. First, the dilation morphological process is performed

to improve the visual appearance of the wall lines. The dilation operation is expressed

AGBB=UA,,

Next, the pairs of the door gaps coordinates for the linkage are identified. It can

as:

be achieved by applying Hough transform [15] and FAST algorithm for edge
detection. Subsequently, the width and the exact position of the door gaps are

obtained.
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Fig. 1: Sample images from the four datasets: (a) CVC-FP; (b) SESYD; (c) Robin,
and; (d) Rent3D;

The algorithm details to acquire the wall lines information is shown in
Algorithm 1. In brief, there is three inputs required to link the door gaps, viz, the
position, width and the total number of the door gaps. Line 1 and 2 in Algorithm 1
scan all the pixels in the image. Line 3 compares two coordinates to decide if they are
the pair of the door gap, depending on the pre-defined width parameter. Lastly, line 4

links the pair of door gap coordinates.

Table 1: Detailed information of the four floor plan databases

CVC-FP | SESYD | Robin | Rent3D
Presence of text v X X v
Total number of image 122 10 510 250
Tahle X v v X
Chair X v v X
Sink v v v v
[tem Toilet bowl v v v v
Bathtub v v v v
Bed X v X X
Cabinet X v X X
Sofa X v v X
Fake/ Generated X v vy X
Heal/ Scan v X X v
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Fig. 2: Overall process flow illustration: (a) original dataset,; (b) wall extraction, (c)
wall line thickening and door gaps linking, (d) room partitioning; (e) decor items
retrieval, and; (f) bedroom identification

Figure 2 (c) shows the output of the door gaps linking after increasing the
thickness of the wall. Furthermore, Figure 3 (d)-(g) show the image outputs produced
in this stage.

2.3 Room partition and decor items retrieval

This step is to split the multiple rooms from each floor plan into individual
rooms. Since the floor plan images in Robin are generated by the computer, it is found
that there is some absurdly small size of rooms in a few floor plan images. Therefore,
if the detected room region occupies less than 300 pixels, it will be eliminated from
the next processing step. Figure2 (d) illustrates the segmented rooms from a floor
plan.

After identifying and filtering the rooms, the rooms are overlapped with the
original floor plan image, such that the decor items appear in every single room.
Figure 2 (e) illustrates the insertion of the original decor items on the respective
partitioned rooms. The pseudocode to realize the room partition and decor items
retrieval steps is shown in Algorithm 2. In brief, lines 1 to 27 detects the single rooms.
Lines 28 to 33 determines if the room satisfies the room size requirement. Finally, line

34 stacks the decor items to the individual detected rooms.
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2.4 Bedroom classification

This stage differentiates the rooms detected into bedroom/ non-bedroom
categories. The Convolutional Neural Network (CNN) is employed as both the feature
extractor and classifier for the bedroom classification. Intuitively, the shape,
characteristics, patterns of a bed are the key features to decide if the image is a
bedroom/ non-bedroom. Thus, CNN architectures are expected to learn the features of
the bed in order to make the correct predictions.

Several pre-trained neural networks (i.e., AlexNet [16], ResNet [17] SqueezeNet
[18] and GoogLeNet [19]) are utilized with slight modification. Concretely, these
network architectures comprised of five types of operation: convolution, ReLU,
pooling, fully connected and dropout. The bedroom images are first standardized to a
certain size (i.e., N x X)),

1. Convolution and ReLU: The image performs a dot product between a kernel/
weight and the local regions of the image. This step can achieve blurring, sharpening,
edge detection, noise reduction effect. ReLU is an element-wise activation function
and is usually applied as the thresholding technique to eliminate the neurons that are
playing a vital role in discriminating the input and is essentially meaningless. Each

e;; pixel in the image is defined as:

el ={f'(=+)i=1,2,.. 8, j=1,..,R}

m—1

where Tij = 221:_[]125:0 wibyé;rla)(j%)
[ indicates the layer, xilj is the pixel-value vector correspond to e;; pixel, f L is the
ReLU activation function, w 1 is the coefficient vector and b' is the bias determined
by the feature map. Thus for an input x, the ReLu function can be indicated as:
f(x) = max(0, x)
2. Pooling: To downsample the image along the spatial dimensions (i.e., width and
height). This allows dimension reduction and enables the computation process to be
less intensive. The k-th unit of the image feature in the pooling layer is expressed as:
Pool = f(down(C)x W + b)

where W and b are the coefficient and bias, respectively. down(*) is a subsampling
function:

down(C) =max{Cs|s € Z +,1l € Z + < m}
where Cg; is the pixel value of C in e and m indicates the sampling size.

3. Fully connected: All the previous layer and the next layer of neurons are linked. It

acts like a classifier based on the features from the previous layer.
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4. Dropout: The neurons are randomly dropped out during the training phase. This can
avoid overfitting phenomena and enhance the generalization of the neural network
trained.

Figure 2 (f) shows the categorization of each partitioned room to bedroom or
non-bedroom after adopting the CNN method.

O 0

(a) (b) (c) (d)

(e) () (8)
Fig. 3: Output generated after performing each image transformation process. (a)
original image; (b) pixel binarization; (c) wall extraction; (d) image dilation; (e)
image resize to 400 x 400; (f) edge detection using FAST algorithm, and; (g) door
gaps linking

3 Experiment Results and Discussion

3.1 Performance Metric

There are two evaluation metric to validate the performance of the proposed

framework, viz, accuracy and F1-score:

Recall e
et =T ¥ TN
Precisi TP
recision := TP + FP’
Precision X Recall
F1 — score := 2 — ,
Precision + Recall
TP + TN
Accuracy :=

TP + FP + TN + FN
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where:

— TP (true positive): The model correctly classified the bedroom.

— TN (true negative): The outcome where the model correctly predicts that is not a
bedroom.

— FN (false negative): The event where the model does not predict the bedroom
correctly, while in fact, it is a bedroom.

— FP (false positive): The test result indicates that it is a bedroom, but it is not.

3.2 Classification Performance and Analysis

All the 510 floor plan images from the Robin dataset are used as the
experimental data. The bedroom classification results using five different CNN
architectures (i.e., AlexNet, GoogleNet, SqueezeNet, ResNet-101 and ResNet-50) are
shown in Table 2. Note that the number of epoch for each CNN is set to the range of
10 to 100. Table 2 reports one of the highest classification performance obtained
among the epoch range. It is observed that the highest accuracy exhibited is produced
by GoogLeNet, in which the accuracy and F1-score obtained are 98.40% and 98.80%,
respectively. From the table, it can be seen that although ResNets are the two largest
architectures among all the CNN methods, the classification results are the lowest
(i.e., Accuracy=81.40% and F1-score=88%). This implies that learning the bedroom
features leads to an overfitting phenomenon when a huge CNN is employed.
Nevertheless, this binary classification task with limited data samples has been
demonstrated that the transfer learning technique is capable to train the discriminant
features on small size data.

To provide further insights into the classification performance, a detail
investigation regarding some correct and incorrect predicted bedroom images. Table 3
tabulates the results of ten floor plan samples. Among the samples, 8 cases produce
the F1-score of 100%, whereas 2 cases generate 66.67%. Aside from the numerical
results, the qualitative visualization is shown in Figure to provide further classification
context clues. Figure 4 depicts the activations of GoogLeNet. This particular
activation layer selected is allocated in the third quarter of the network. There are
noticeable brighter intensity pixels when there is a bed at the respective position.
Besides, the activations of ResNet for the layer at a similar location (i.e., third quarter
of the network) are shown in Figure 5 for a fair comparison. Apparently, Figure 5 (a)
denotes that the bottom left corner should have a bedroom, as this particular in the
activation image has bright pixels. However, that location does not have any bedroom,
which means that the bedroom features learned in this network are insufficiently

precise.
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Table 2: Performance % of the bedroom classi-  Table 3: Detailed analysis of ten floor plan
fication when utilizing five convolutional neu-  samples with GoogLeNet
ral networks, in terms of Accuracy (Acc) and
Fl-score (F1) Image | TP | TN | FP | FN | Fl-score (%)
Rob_001 2 1 0 0 100
Method Layers | Epoch | Acc F1 Rob_002 1 1 0 1 66.67
AlexNet 2 60 | 905 | 975 Rob003 | 1 | 1 | 0 | 1 66.67
GoogLeNet | 144 30 | 98.4 | 98.8 Rob004 ] 2 | 1 |0 | O 100
ResNet-50 | 177 | 60 | S8 | 8% Rob005 | 2 | 1 | 0 10 100
ResNet-101 | 347 | 30 | 8L8 | 87.2 Rob006 | 2 | 1 | 0 | 0 100
SqueezeNet 68 70 96.6 | 97.9 Rob_007 | 2 ! o 0 100
Rob_008 2 1 0 0 100
Rob_009 3 1 0 0 100
Rob_010 2 1 0 0 100
Algorithm 2: Room Segmentation and Decor Items Retrieval
Input:
A(i,j) ¢ coordinate point of an independent room image
m ¢ x-axis image size of an independent room
n ¢+ y-axis image size of an independent room
Output:
N + Number of independent rooms
1 v=1;
2 T=1;
3 while v #0 ; > v = 1 indicates that a new area has been found
4 do
5 v =0;
6 b=0;
7 fori=1;i <n;i++ do
8 forj=1;7<m;j5++ do
9 if A(i,7) == 255 ; > Pixel intensity of 255 indicates white
10 then
11 A(4, k) =T;
12 v=1;
13 break;
14 Q=1
15 while @ # 0 ; > Q = 1 indicates there may be missing points
16 do
17 Q=20
18 fori=1;i <n;i++ do
19 for j=1;7<m;53++ do
20 if A(¢,7) ==T then
21 Convert the pixel values to 255 in the top, bottom, left and right directions of
points A(i, j) into T
22 This process is terminated when it encounters 0.
23 if a pizel is converted then
24 | Q=1;
25 else if A(i,j) == 255 then
26 Determine whether there is T before 0 is encountered in the four directions
B of point A(i, j).
a7 T=T4+1
28 fori=1;i < T;i+ <+ do
29 if there is ¢ on the boundary or the total number of pizels with a value of i is less than 300 ;
> These two cases are not considered as a room
30 then
31 | continue;
32 else
33 ‘ Convert all ¢ to 0 and convert other values to 255.
34 Stack the decor items on the respective detected rooms.
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4 Conclusion

This paper presents a novel framework to automatically identify the location and
the number of bedrooms from the floor plan images. Some traditional and data-driven
image processing techniques are applied. In brief, Otsu’s thresholding and
morphological operations are employed to pre-process the image. Then, the rooms are
extracted using the Hough transform and FAST algorithm. Finally, some popular
convolutional neural network architectures are utilized to determine if the detected
room is the bedroom.

As future work, this framework can be extended to recognize other function
rooms, such as the bathroom, dining room or living room, etc. Besides, the binary
classification task and the limited data samples point towards the studies on the new
design of the shallow neural network. On the other hand, it is also worth investigating

the optical character recognition (OCR) technique on other types of floor plan images.

(a) (b)

Fig. 4: Activations of GoogLeNet when the image: (a) does not contain a bed, and; (b)

contains a bed;

(a) (b)
Fig. 5: Activations of ResNet when the image: (a) does not contain a bed, and; (b)

contains a bed;
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