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Abstract

In this paper, we use two Markov chains to analyze and
compare the performance of two promising location up-
date strategies, i.e., the two Jocation algorithm (TLA)
and the forwarding and resetting algorithm (FRA). By
utilizing the Markov chain, we are able to quickly an-
swer what-if types of questions about the PCS network
performance for various workload conditions and also
identify conditions under which one strategy may per-
formance better than the others.

1 Introduction

In a Personal Communication Services (PCS) network,
a location management scheme must handle two opera-
tions efficiently: location registration and call delivery.
The former operation occurs when a mobile user moves
to a new location and therefore the network must know
where it is; the latter operation occurs when there is a
call for the mobile user and the network must deliver
the call. A well known basic and simple scheme is to
update the location of each mobile user as it moves to
a new location. Figure 1 shows a hierarchical PCS net-
work as discussed in [2] in which there is only one HLR
for each mobile user, but the mobile user may go to
different registration areas under different VLRs.

In recent years, various location management strategies
for reducing the location update cost have been pro-
posed with a goal of minimizing the PCS network and
database loads. When the frequency of the incoming
calls is higher than the mobile user’s mobility, that is,
when call-to-mobility ratio (CMR) is high, the location
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cache scheme [2] is proposed to reduce the number of
locating operations. When CMR is low, on the other
hand, it is reported that the forwarding and resetting
algorithm (FRA) [3, 8], the alternative location strat-
egy (ALS) [10] and the two location algorithm (TLA)
[5, 6] can be used to reduce the location update cost.
Most works done so far also reported the performance
data based on simulation (e.g., [6]) which is laborious
and difficult to repeat.

In this paper, we compare the perforimance of two
promising location management schemes, namely, FRA
and TLA. The basic idea under FRA is that whenever
a mobile user moves to a new VLR area, only a pointer
is set-up between the two involved VLRs and there is
no need to inform the HLR. The basic idea under TLA
is that the HLR is still updated, but instead of record-
ing only the current VLR in the HLR location database
as in the basic scheme, two most recently visited VLRs
are recorded in the HLR database. We pick these two
schemes because reportedly they both perform well un-
der low CMR conditions.

Our approach is based on analytical modeling, that is,
we use two separate Markov models to describe the be-
havior of the PCS network under these two location
management schemes separately and then “parameter-
ize” the models (give values to model parameters) for
the same workload setting and the same network strue-
ture.

2 System Description

There is no assumption concerning the structure of the
PCS network. Conceptually, for a mobile user its HLR,
is at the higher level while all VLRs that it wanders into
from time to time are at the lower level. There may be
some switches connecting the HLR to VLRs. For 15-41,
all service areas are divided into many registration areas
(RA) each corresponding to a VLR.

Figure 1 illustrates a possible hierarchical PCS network
as discussed in [2). The HLR and VLRs (marked Ry,
Ry, Ro, etc. in the figure) and even the mobile unit itself
each may contain a database for location management.
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Figure 1: A Hierarchical PCS Network.

The intermediate switches such as RSTPs and LSTPs
are only used for connecting the HLR with VLRs.

3 Modeling PCS Network under
TLA

In this section, we develop a Markov model to describe
the behavior of the PCS network operating under TLA
as it services location update and locating-user opera-
tions of a mobile user. Under the TLA scheme, a mobile
user as well as its HLR each keep a location table to store
two recently visited VLRs. A time stamp is used to tell
which VLR is the most recent VLR visited by the mobile
user. When a mobile user moves to a new VLR which
is not one of the two in the table, an update operation
is initiated by the mobile user so that both the location
tables in the mobile unit and in HLR. are updated.

The state of a mobile user as it crosses database
boundaries while being called can be described by a 3-
component state description vector (a, b, ¢). Component
a is a binary quantity indicating whether or not the mo-
bile unit is in the state of being called. Component b is
also a binary quantity indicating if the mobile user has
Just moved to a new registration area. Component ¢
indicates if the location table maintained by the mobile
unit is inconsistent with that maintained by the HLR.

Figure 2 shows the Markov model for describing the
PCS operating under TLA. Initially, the mobile user
is in the state of (0,0,0), meaning that it is not be-
ing called and the mobile user has not yet made any
move across any registration area boundary. Below, we
explain briefly how we construct the Markov model.

First, if the mobile user is in the state of (0,4, ), 0 <
i,7 <1, and a call arrives, then the new state is (1,4, ),

Figure 2: Markov model for PCS network under Two

. Location Algorithm.

i.e., the mobile user is now in the state of being called.
This behavior is modeled by the (downward) transition
from state (0,7, j) to state (1,4,5), 0 < 4,5 <1, with a
transition rate of A.

Second, if the mobile user is in the state of (1,4, ) and
another call arrives, then the mobile user will remain
at the same state, since the mobile user remains in the
state of being called. This behavior is described by a
hidden transition from state (1,4, j) back to itself with
a transition rate of A.

Third, if the mobile user is in the state of (1,0,0), it
means that the location table stored in the HLR is con-
sistent with that stored in the mobile unit and the mo-
bile unit is in the state of being called. Therefore, the
PCS network can service all pending calls simultane-
ously with a service rate of p,. After the service, the
new state is (0,0, 0).

Four, if the mobile user is in the state of (1,0,1), it
means that the location table stored in the HLR is in-
consistent with that stored in the mobile unit but there
are pending calls waiting to be serviced. Therefore, the
PCS network has to spend twice as much time to locate
the mobile unit. This behavior is modeled by using a

different service rate of p from state (1,0,1) to state
(0,0,0).

Lastly, regardless of whether the mobile user is in the
state of being called or not, the mobile user can move
across a registration area boundary. There are two
cases:

1. If the mobile unit moves to 2 new RA then an up-
date operation has to be performed to the table
stored in the HLR. This behavior is modeled by a
transition from state (4,0, j) to (4,1,4),0 < 4,j < 1,
with a transition raie ¢, after which the system
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transits from state (7,1, §) to state (¢,0,0) with a
transition rate of é.

2. Hf the mobile user moves back to the previously vis-
ited RA, then there is no update operation required
to update the HLR associated with this registra-
tion event. This is modeled by a transition from
state (¢,0,0) to state (4,0, 1) or from state (7,0,1)
to state (¢,0,0), 0 < i < 1, with a transition rate
09, after which the location table stored in the HLR

is inconsistent with that stored in the mobile .pnit.'

The probability that the system is found in a partic-
ular state in equilibrium depends on the relative mag-
nitude of the outgoing and incoming transitions rates.
Let TLA;eq be the average cost of the PCS network in
servicing a registration operation and let TLA o be the
average cost in locating the mobile user. Furthermore,
let TLAos: be the average cost of the PCS network in
servicing the above two types of operations between two
consecutive calls. Then,

1
TLAreg = (Z(P(o,o,i) + P1,0,) % (1 —0) x (1/5))

i=0

1
+ (Z(P(O,l,i) + P(1,1',')) X (1/6))

i=0
(1)
11
TLAcan = ZZP(i,j,O) x (1/pg)
=0 j=0
(2)
11
F U305 Paay % (1)
i=0 j=0
TLAcost = TLAreq X 0/A+ TLAcan (3)

Equation (3) is obtained above because between two
consecutive calls, the number of mobility moves across
VLR boundaries by the mobile user is equal to /A on
average. Note that the number of moves corresponds to
the number of registration operations, although some
of which may not cause any update cost to the PCS
network depending on whether thé location table in the
HLR needs to be updated or not.

4 Modeling PCS Network Under
FRA

In this section, we develop another Markov model to de-
scribe the behavior of the PCS network operating under
FRA. We consider that the forwarding chain is reset

Figure 3: Markov model for PCS Network Under For-
warding and Resetting Algorithm.

after a call is serviced since the exact location of the
mobile unit is known after the call is serviced.

We describe the behavior of the mobile user in this case
by two state components: (a) a binary quantity indicat-
ing whether or not the mobile unit is in the state of being
called, (b) the number of forwarding steps which have
accumulated. Figure 3 shows a Markov model describ-
ing the behavior of a mobile user in the PCS network
wherein a state is represented by (a, b) where a is either
0 (standing for IDLE) or 1 (standing for CALLED),
while the other component b indicates the number of
forwarding steps that has been made since the last re-
set operation. Initially, the mobile user is in the state

of (0,0), meaning that it is not being called and the

number of forwarding steps is zero. Below, we explain
briefly how we construct the Markov model.

First, if the mobile user is in the state of (0,),0 < i < k,
and a call arrives, then the new state is (1,¢) in which
the number of forwarding steps remains at ¢ but the
mobile user is now in the state of being called. This
behavior is modeled by the (downward) transition from
state (0, 1) to state (1,7), 0 < 7 < k, with a transition
rate of A.

Second, if the mobile user is in the state of (1,¢), the
PCS network can service all pending calls simultane- -
ously with a service rate of y;. After the service, the
new state is (0,0) since all calls have been serviced and
the reset operation is performed. This behavior is de-
scribed by the state transition from state (1,7) to state
(0,0) with a transition rate of ;.

Finally, whenever the mobile user is in the state of (0,7)
(being idle) or (1,7) (having been called), if the mobile
user moves across a registration area boundary, then the
new VLR, denoted by v;.;, will determine if 2 pointer
connection or a reset operation has to be performed.
This “move” behavior is modeled by a transition from
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state (0,7) to state (0,74 1)* (if the mobile user is idle)
or from state (1, ) to state (1,74 1)* (if the mobile user
is in the state of being called), with a mobility rate of
c.

Now let FRA,., be the average cost of the PCS net-
work under FRA in servicing a registration operation ,
FRA.q.n be the average cost in locating the mobile user
and let FRA.,: be the average cost of the PCS network
in servicing the above two types of operations between
two consecutive calls. Then,

FRA g =
(Prok~1)+ Pra k1) + Prokye + P pye) x (1/me)
+

k=2 k=1
(Z(Paxi) + Pay)+ ) _(Poa» + P(1,zﬂ)~)) x (1/pp)

1=0 =1
(4)

(k=1
FRAu = (Z(P(o,n + P,i) % ﬂ/ﬂz’))

=0

= | (5)
+ | 2o (Poarry + Paivry) x (1pi)

i=0

+ (Pokye + Pakye) x (1/10)
FRA¢ost = FRAeq X o/A+ FRA:an (6)

Equation (6) above yields FRA,o: as a function of k.
For a given set of parameter values, we can first compute
the values of F; ;) for all states and then use Equation
(6) to determine the best value of k that can minimize
the cost. Of course, different PCS network structures
may give different parameter values and thus may yield
different optimal k values.

5 Analysis and Comparison

In this section, we compare TLA, FRA and IS-41 under
identical set of conditions using the Markov models de-
veloped in the last two sections.

U is the average cost for locating the mobile user under
the basic scheme.

T is the average communication cost between HLR and
VLR.

7 is the average communication cost between VLR and
VLR.

Specific values of these network communication cost pa-
rameters can be obtained by considering specific net-
work coverage models (see for example [1}).

5.1 Parameterization of the TLA

Markov Model

There are six parameters in the TLA Markov model (see
Figure 2), i.e., pg, s, 6, 0, X, and 6 (see Table 1 for
their meanings). Of these six parameters, o, A and 6 are
mobile-user dependent parameters and will be studied
in the paper by changing their values; on the other hand,
Ky, 1y, and & are network structure dependent and can
be parameterized as

1
l‘g=’[‘f
1
m=oxT
and :
b= —
T

5.2 Parameterization of the FRA

Markov Model

There are also five parameters in the FRA Markov
model (see Figure 3), i.e., ptp, p; (¢ from 0 to k-1), my,
o and X. Of these five parameters, ¢ and A are again
mobile-user dependent and will be studied in the paper
by changing their values. All other parameters are net-
work structure dependent and can be parameterized as
follows:

mk.—l

T

1

#pz;_‘

- 1
K=+ ixn

Note that in parameterizing m;., we assume that obso-
lete VLA pointer records in old VLRs along the forward-
ing chain will be deleted automatically when they are
replaced by future new pointer records, so there will be
no explicit deregistration messages sent from the HLR
or from the new VLR to delete obsolete pointer records.
To facilitate discussions, we introduce another parame-
ter @ which is simply the ratio of the VLR-VLR com-
munication cost to the VLR-HLR commmunication cost.

5.3 Performance of TLA

Figure 4 shows the average costs of the PCS network un-
der TLA and IS-41 as a function of § parameter values
and CMR values. (Recall that CMR = A/p.) The data
for TLA on the figure were obtained by first solving the
Markov model shown in Figure 2 using the SHARPE
software package [9] to obtain the Fy; ; r) for each state
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Figure 4: Comparing TLA with IS-41 under different ¢
and CMR values.

(4,4, k) and then by computing T'LA.,s; based on Equa-
tion (3). The results correlate well with those reported
in [5].

Figure 4 indicates that when the CMR value is small,
TLA indeed can significantly outperform IS-41. It
demonstrates that if CMR is small and the mobile user’s
move behavior exhibits a high degree of locality (i.e.,
when @ is closer to 1), then TLA will significantly out-
perform IS-41. When CMR is relatively large and 6
is also large, however, TLA performs worse than IS-
41. For example, when CMR =1.5 and 6=0.5 or 0.7,
the average cost of TLA is higher than the cost of IS-
41. The increased cost is due to the fact that there is
a higher probability that the system will stay in state
(1,4,1) in which there are calls waiting to be serviced
but the HLR’s database is out-of-date. Figure 4 shows
that after CMR is larger than a threshold value, I1S-41
performs better than TLA, regardless of the magnitude
of the 4 value.

5.4 Performance of FRA: Searching for
' Optimal Conditions

Figures 5 show FRA. vs k (number of forwarding
steps after which a reset operation is performed) as a
function of CMR. The data were obtained by first solv-
ing the Markov model shown in Figure 3 to obtain P; ;)
for each state (4,j) and then by computing FRA.os
based on Equation (6).

Figure 5 is for the case when the VLR-VLR commu-
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Figure 5: Optimal Number of Forwarding Steps for
FRA under o=0.7.

nication cost is relatively small (large correspondingly)
compared with the VLR-HLR communication cost. The
most important conclusion here is that there exists an
optimizing k£ value under which the cost is minimized
for each given CMR value.

5.5 Comparing TLA, FRA and IS-41

In this subsection, we compare the performance of TLA,
FRA and IS-41 under identical conditions. We first note
that although @ is a parameter inherently associated
with the TLA scheme, it also bears some relationship
with . That is, if # is high (i.e., more local movements
by the mobile user), then it is likely that « is low because
the VLR-VLR communication cost is going to be low
compared with the VLR-HLR communication cost since
all VLRs are nearby. Therefore, when comparing TLA
with FRA, we should compare TLA with high 6 to FRA
with low a, and vice versa. Figure 6 draws the costs
of FRA, TLA and IS-41 as a function of CMR under
identical network conditions. The data points shown
for FRA are at optimizing k values. Figure 6 suggests
the following results:

1. When CMR value is small, TLA with high-locality
movements performs better than FRA and 1S-41.
For example, when CMR=0.1, TLA with §=0.7 has
a lower cost than FRA with a=0.3 or 0.7.

2. If the CMR is greater than 0.3, then FRA with
a lower a outperforms TLA and IS-41, i.e., when
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Figure 6: The comparison of I1S-41, FRA, and TLA.

CMR=1.5, FRA with a=0.3 is better than both
TLA and IS-41.

3. Unlike TLA, FRA appears to perform better than
or at least as good as IS-41 under all conditions,
even when « is a relatively large number (i.e., closer
to 1). This result seems to favor FRA over TLA as
a more general scheme under all conditions.

Neither FRA nor TLA dominates under all conditions,
although FRA appears to be a feasible scheme that can
guarantee a performance level at least as good as IS-41.
It may also be possible to build a table based on the
analysis result presented here and dynamically switch
to the best location update algorithm as the workload
condition at the run-time is detected on a per-user basis
50 as to maximize the overall PCS network performance.

6 Conclusion and Future Work

In this paper, we developed two separate Markov models
to analyze the performance characteristics of the PCS
network using Two Location Algorithm (TLA) and For-
warding and Resetting Algorithm (FRA) for location
management, respectively. We observed that if the mo-
bile user exhibits a high degree of locality as it moves
across registration area boundaries and also CMR is
small, TLA can significantly outperform both FRA and
18-41. On the other hand, when CMR is large, it ap-
pears that FRA is the winner. Furthermore, our analy-
sis result suggests that unlike TLA which may perfor-
mance worse than IS-41 at high CMR values, FRA at

optimizing k values can always perform as good as IS-41,
even at high CMR values and high « values. The exact
conditions under which one scheme is superior than the
others and by how much can be assessed by using the
Markov models developed in the paper.
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