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Abstract

An approach with virtual channel free using
coding techniques in wormhole-routed network is
introduced. A numerical model is applied for analysis.
Performance results that confirm the advantage of
coding method is presented and discussed in this

paper.
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I. Introduction

Efficient communication among nodes is critical to
the performance of massively parallel computers
(MPCs). No matter how well the computation is
distributed among the processors, communication
overhead can severely limit system speedup. In order
to reduce network latency and minimize buffer
requirement, the wormhole routing switching strategy
[1] is being used in most current MPCs [2]. In
wormhole routing, a packet is divided into a number of
flits for transmission. The header flit of a packet
governs its route, and the remaining flits follow in a
pipeline fashion. A survey of wormhole routing in
direct networks, can be found in ref. [3].

A routing technique is adaptive if the path choice
depends on dynamic network conditions, such as the
presence of faulty or congested channels. In
wormhole routing, blocked messages are not buffered
at intermediate nodes, but rather continue to hold
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previously acquired channels while waiting for others.

A deadlock occurs when two or more messages are
delayed forever due to an acquired-waiting cyclic
dependency among their requested resources. In
wormhole-routed networks, the small buffers associated
with each channel are used.

To avoid deadlocks in wormhole-routed networks
the virtual channels was proposed [4]}. A virtual
channel is a logical link between two nodes. It is
formed by a flit buffer in the source node, a physical
channel between them, and a flit buffer in the receiver
node. Figure 1 shows the concept of four virtual
channels sharing a single physical channel.

0 — 0

Physical
Channet
0 — —

0 — — [

Plit buffess in source

Flit buffers in destination node

Fig.1 Four virtual channels sharing a physical
channel with time multiplexing on a flits-by-flits
basis. :

The physical channel is time-shared by all virtual
channels. Besides buffers and the involved channel,
some channel states (handshaking protocol) must be
identified with different virtual channels. Source
buffers hold flits awaiting the use of channel, ‘and the
receiver buffers hold flits just transmitted over the
channel. The channel (wires or fibers) provides the
communication medium  between  them. To
implementing the virtual channels, crossbar switch
control, a multiplexer, and a demultiplexer are needed,
The sharing of a physical channel by a set of virtual
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channels is processed by time-multiplexing on a flit-by-
flit basis [4].

Since the concept of virtual channels is time-
sharing, system time latency is increased, while
network states are crowded. An approach with virtual
channels free in wormhole-routed networks using
coding techniques is introduced. The coding
techniques applied in this approach is spread spectrum
technique. One of many advantages using spread
spectrum techniques is multiple access. Several data
can be transmitted simultaneously at the same physical
channel without waiting. Time latency of the system
may be reduced through this approach. However,
coding techniques applied for parallel systems have not
been widely used yet.  Algorithms for the spread
spectrum model and pseudonoise sequence is discussed
in section II. In section III, the spread spectrum
model is presented.
performance results and analysis from the model
simulation. Conclusion and discussion are remarked
in section V.

II. Algorithms

A. Spread Spectrum processing

The initial application of spread spectrum
techniques was in the development of military guidance
and communication systems. By the end of World
War Ii, spectrum spreading for jamming resistance was
already a familiar concept to radar engineerings [5].
Several years later, spread spectrum investigation was
motivated primarily to achieve highly jam-resistant
communication systems. As a result , applications on
several fields are developed such as energy density
reduction, high-resolution ranging, and multiple access,
etc. Investigation of this topic will just focus on the
part of multiple access.

In a spread spectrum system, a data signal is
modulated with a binary pseudonoise (PN) signal to
have a nearlyflat spectrum before transmission. Due to
the added signal, the transmission bandwidth is much
greater than the message bandwidth. At the receiver,
the incoming signal is "despread" by correlating it with
the PN signal, Figure 2. illustrates this process.

Spreading Despreading
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Fig, 2 Spreading/despreading processing

As noted above, the spreading of the data signal
energy over a sufficiently wide bandwidth allows it to
co-exist with narrowband signals with only a minimum

Section IV shows the system
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of interference for either signal. Obviously, the low
spectral density of the spread spectrum signal assures
that it will cause little damage to the narrowband signal
beyond that already caused by the ambient wideband
noise in the channel. Although the narrowband signal
has very high spectral density, this energy is
concentrated near one frequency and is of very narrow
bandwidth. The despreading operation of the spread
spectrum receiver has the effect of spreading this
narrowband energy over a wide bandwidth, and
collapses the energy of the originally spread data signal
down to the original data bandwidth. Therefore, after
despreading, the situation is reversed between the
original narrowband interferer (now wideband), and the
original data signal (now narrowband). A bandpass
filter can be used for the despreading process. Only
the interferer power that falls in the bandwidth of the
despread signal causes any interference. This will be
only a fraction, 1/G, of the original narrowband
interference that could have occupied that same
bandwidth before despreading. Figure 3 illustrates the

signal spectrum before and after despreading
processing.
S(H
Narrowband interfercr
/—Wd spectrum signal
1 f ‘
Before despreading
St
Spread spectrum signal
Narrowband imerferer
i f
After despreading

Fig. 3 Spectral effects

As mentioned above, information are spread and
occupy a bandwidth much great than the minimum
bandwidth necessary to send information. Since the
bandwidth of the wired system was limited essentially,
whether the spread spectrum signal can be transmitted
in wired systems is an important issue.

Fortunately, The architecture of networks used for
this approach is wormhole routing. In wormhole-
routed networks, packets are further subdivided into
flits. The bandwidth in wormhole-routed systems is
not large. In general, a 256-nodes network required 8-
bits per flits [4]. 1In addition, the PN code length can
be adjusted to satisfy the bandwidth of wired system.
Therefore, the bandwidth problem in wired system
using spread spectrum techniques can be solved.
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B. Pseudonoise Sequence
a. PN Code Generator

To generate a PN code, the PN code generator is
used and shown in Figure 4. It is made up of a four-
stage register for storage and shifting, a module-2
adder (equivalent to the logic exclusive-or operation),
and a feedback path from the adder to the input of the
register.
1000 Cuiput

Xl % X2 [ X3 |—s X4

feedback @ Modulo-2
adder

Fig. 4 PN code generator
Assume that stage X1 is initially filled with a one
and the remaining stages are filled with zeros, “this

means, the initial state of the register is 1000. .

According to Figure 4, the succession of register states
is as the following:
1000 0100 0010 1001 1100 0110 1011 0101 1010
1101 11101111 0111 0011 0001 1000
Since the last state, 1000, corresponds to the initial
state, the register repeats the foregoing sequence after
15 clock pulses. The output sequence is obtained by
noting the contents of stage X, at each clock pulse.
The output sequence is observed to be

) 0001 0011 0101 111
, where the leftmost bit is the earliest bit.

Let us test the above output sequence for the
randomness properties outlined in the preceding
segment.
i).Balance property:

There are seven zeros and eight ones in this
sequence. The numbers of zeros and ones of a PN
code are different only by one. It satisfies the balance
property shown above.
ii).Run property:

There are four “zero” runs (or “ones” runs):runs=4.
Half of runs have the length 1; i.e., two single “zeros
(or ones).” One-fourth of runs have the length 2; i.e.,
one “2 consecutive zeros (or ones).” One-eighth of runs
are of length 3; i.e., one “3 consecutive zeros (or
‘ones).” In the above example, 1/8 of runs cannot be
counted for too short a code. The correlation
property is treated in next segment.

The shift register generator produces sequences that
depend on the number of stages, the feedback tap
connections, and initial conditions.  The output
sequences can be classified as either maximal length or
nonmaximal length. Maximal length sequences have
the property that for an n-stage linear feedback shift
register the sequence repetition period in clock pulses p
is

p=2"1 4]

Therefore, it can be observed that the sequence
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generated by the shift register generator of Figure 4 is
an example of a maximal length sequence. If the
sequence length is less than (2"-1), the sequence is
classified as a nonmaximal length sequence. Table 1

[11] show the proper feedback connections for several
values of n.

a Sequence Sequence Feedback
" Length (Initial State: All Ones) Digit
2 3 110 ' x@Px:
3 7 11100 10 @D x
4 15 .
Hifg oo o
5 32 11111 00110 x2@Pxs
10010 00010
10111 011000

Table 1. Feedback connections for generation PN
codes.
b. PN Autocorrelation Function

The autocorrelation function R,(t) of a periodic
waveform x(t), with period T,, is given in Equation (2)

and is shown below in normalized form.
To/2

R(7)=— [x)x(e+7)ar

Jor—ee < T< o ?)

R(D)=—— ]x(t)x(t + 7)dt

0 -Ty/2
Jor—eo <7< 0 3)
where
1 Tol2
K=— sz(t)dt (4)

0 =-T,/2
When x(t) is a periodic pulse waveform representing
a PN code, we refer to each fundamental pulse as a PN
code symbol or a chip. For such a PN waveform of
unit chip duration and period p chips, the normalized
autocorrelation function may be expressed as

1
R,(r)=;(N, —-N,) )

where D denote the “difference,” and S denote the
“same” by compareing two PN sequence. Ny denote
the number of D, and N; denote the number of S.

The normalized autocorrelation function for a
maximal length sequence, R (1), is shown plotted in
Figure 5. It is clear that for 1= 0, that is, when x(t) and
its replica are perfectly matched, R(t) = 1. However,
for any cyclic shift between x(t) and x(t + 1) with (1 <
T < p), the autocorrelation function is equal to -1/p (for
large p, the sequences are virtually decorrelated for a
shift of a single chip).

It is now easy to test the output PN sequence of the
shift register in Figure 4 for the third randomness
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property-correlation . Below is shown the output
sequence; also shown is the same sequence with a
single end-around shift:
000100110101111
100010011010111

DSSD DSDS DDDD §SS
Ri(T)
1 B,
p=2%n-1
<«—  —b>
K
J Jol \ |
— L—T l/p
X
Normalize chip
duration =1
Fig. 4 PN autocorrelation function
Following Equation (5), the value of the

autocorrelation function for this single
one-chip shift is seen to be

R(z'=1)=il§(7~8)=- 1

15

Any cyclic shift yielding a mismatch from perfect
synchronization results in the same autocorrelation
value, -1/p. Hence the sequence meets the third
randomness property.

111 Simulation Model

A. Bit Rate of Using Virtual Channel and Spread

Spectrum Basis

Figure 6. show three PN code sets are transmitted
into a physical channel simultaneously. Since the
concept of virtual channel is time-sharing, it will be
seen as time division multiple access (TDMA)[10,12].
Assume that the capacity of the communication
resource (the bandwidth of the wire ) is R bits/s. For
using virtual channel system (TDMA), M virtual
channels are used (the frame is divided into M
orthogonal time slots). Hence each of the M sources
bursts its transmission at R bits/s.

Let the information generated by each of the
sources be organized into f bits per packet, and f-bit
packets are transmitted in T seconds over each of the
M disjoint channels.

In the case of virtual channels, the f bits are
transmitted in T/M seconds from each source.
Therefore, the bit rate, W, required is
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Fig. 6 Three PN code sets are transmitied into
physical channel simultaneously.

Wee = !

T
M

In the case of spread spectrum(SS) basis, assume
that N lengths of PN code is used. Therefore, the bit
rate, W required is

Ws=NR bits/s (7)

b. Message Delay In Using Virtual Channel and Spread

Spectrum basis )

As before, we assume that in the case of using
virtual channels, M virtual channel are used, and in the
case of spread spectrum basis, N lengths of PN code is
used. For analysis of message delay, the simplest case
is that of deterministic data sources. It is assumed that
the communication resources is 100% utilized, so that
all time slots are filled with data packets. For
simplicity, it is also assumed that there are no overhead
costs such as guard times,

The message delay, D, can be defined as

D=w+r7 (8)

where w is the average flit waiting time, and 7 is
the flit transmission time. In the case of virtual
channels, each flit is sent in slots of T/M seconds. The
virtual channel flit transmission time, 1,., with Equation

(6).

(=R) bits/s (6)

r _f
Tye = —— = <))
“ M R
T 1
W, =—|1-— (10)
2]
For the virtual channel(TDMA) system [10]. So, the
message delay of virtual channel system is
T 1\ f
D, .=w, . +7T,=—|1-—1+=— (11
Ve vc vc 2 ( M) R

For the spread spectrum (S8) basis, the average flit
waiting time,

wg =0 (12)
and the SS flit iransmission time, T, with the used of
Equation (7).
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N+f
Ty = (13)
NR
Thus, the message delay of S§, is that
+f
D,.=w,+7, =—— (14)
4] ss ¥ bss NR

For wormhole-routed networks, assume that there are

K nodes in the networks. The total message delay can

be written as DX K. TFor the used of virtual
_channels , the total message delay is

(T 1 f
DVC.T = (-2—(1 - EJ—) +'§] x K (15

And for the used of SS basis, the total message delay
can be written as follow:

N+.f
D..= XK 16
88,7 ( NR ) ( )

IV. Results

Based on the above model, Equation (15)-
Equation(16), system performance results are simulated
and shown below in tables. Simulation parameters
are defined as the following: the flit, f=8 bits, the
virtual channels, M=2,3,4, the lengths of PN code,
N=15 (here, three PN code séts are used), and the
amount of nodes, K=4,16,32,64,128. Finally, the
transmission rate R, for Table 2, Table 3, and Table 4
are 10 Kbits/s, 15 Kbits/s, and 20 Kbits/s, respectively.
For time slots, T=1.6 ms, 2.4 ms, 3.2, ms for 2, 3, and
4 virtual channels, respectively in Table 2. Time slots
for Table 3 and Table 4 can be calculated based on the
transmission rate mentioned previously.

] Dyve1(s) Dss1(s)

K 2 3 4
4 9.6e-3 (0.0104 | 0.0117 | 6.13e-4
16 [0.0384 |0.0416 | 0.0469 | 2.45e-3
32 10.0768 [0.0832 | 0.0939 | 4.91e-3
64 10.1536 |0.1664 | 0.1877 | 9.81e-3
128 10.3072 [0.3328 | 0.3755 | 0.0196

Table 2 The case of transmission rate R=10 Kbits/s

In wormhole-routed networks, when amount of
virtual channels increases, system time latency
increases also. This situation can be observed in
Table 2- Table 4. From Table 2, Table 3, and Table 4,
results can obviously observed that the total message
delay of SS basis system is more less than that in

virtual channels. It is because there needs no precise
time coordination among various simultaneous
transmitters, and may transmit several data
simultaneously using different PN codes.

Dvcr(s) Dss1(s)

K 2 .3 4
4 6.4e-3 16.93e-3{ 7.81e-3 | 4.09e-4
16 0.0257 10.0277 | 0.0313 1.64e-3
32 0.0513 10.0555 | 0.0625 3.27e-3
64 0.1026 10.1109 | 0.1250 6.54¢-3
128 (0.2052 10.2219 | 0.2500 0.0131

Table 3 The case of transmission rate R=15 Kbits/s.

Dyc1(s) Dgsr(s)

K 2 3 t4
4 4.8e-3 | 5.2e-3 | 5.87e-3 | 3.07e-4
16 0.0192 10.0208 | 0.0237 1.23e-3
32 0.0384 {0.0416 | 0.0469 | 2.45e-3
64 0.0768 10.0832 | 0.0939 | 4.91e-3
128 }0.1536 10.1664 | 0.1877 | 4.81e-3

Table 4 The case of transmission rate.R=20 Kbits/s.

The bandwidth limited in wired system using the
spread spectrum techniques is considered and
discussion in Table 5. The wired system bit rate is
assumed to be limited in R=900 Kbits/s. Other
parameters are set as the same as the above. The use
of SS bit rate must be adjusted in R=900/15 Kbits/s=60
Kbits/s to satisfy the system bandwidih. Therefore, the
message delay can be observed in Table 5.

Dy r(ms)
K 2 3 4

4 0.1067 {0.1156 | 0.1304 | 0.1022

Dss r(ms)

16 |0.4267 |0.4623 | 0.5215 | 0.4089

32 [0.8534 |0.9245 | 1.0431 | 0.8178

64 |1.7068 [1.8490 | 2.0861 | 1.6356

128 [3.4136 |3.6981 | 4.1722 | 3.2711

Table 5 The case of bit rate limited in R=900 Kbits/s
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In Table 5, the SS message delay is less than that in
virtual channel, even though the system bandwidth is
limited. The major reason is it is not necessary for
channel waiting. The deadlock situation is also
avoidance, since several data are iransmitted
simultaneously using different PN code sets. To
achieve more efficient system, the large length of PN
code is needed. However, the longer the PN code
length used, the larger the bandwidth needed. The
situation must be considered carefully.

V. Conclusion

A coding approach with virtual channel free in the
wormhole-routed networks is introduced. Comparing
with the use of virtual channels, is that there need no
precise time coordination among the various
simultaneous transmitters.  The transmission data
between the use of different PN codes is not affected
each other. From this approach, system time latency
is reduced. The deadlock situation is also prevented.
While the large length of PN code is used, the better
efficient can be achieved. However, the wired
bandwidth must be considered. Experimental results
and comparison are the future work on this topic.
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