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Abstract― With the growing imbalance between mul-

ti-core and memory, the data access from memory system 

becomes one of the primary bottlenecks, particularly 

much data movement. To reduce the growing gap, tradi-

tional approaches to reduce latency are mainly aimed at 

several factors such as the number of memory channels, 

the bandwidth of each channel, burst sizes, and scheduling 

requests dynamically, etc. For conventional DRAM, these 

approaches are reaching their practical limits. For in-

stance, DMA popularly resolution still cannot eliminate 

this enormous gap due to the limited bus width and clock.  

This paper characterizes a performance examination of 

the DRAM-system architecture and the proposed memory 

controller can transfer data to destination and receive 

from source via data tunnel. In this design of data tunnel, 

while the lots of data are reading from source DRAM, the 

destination DRAM will capture data via data tunnel si-

multaneously. The results of simulation experiments show 

that the data tunnel mechanism enhances the fifty four 

percentages periods of time. 

Index Terms―DRAM, Memory access, Memory data 

transfer 

I. INTRODUCTION 

DDR2 and DDR3 called DDRx in this paper [1] 

have the characteristics with high speed data rate, 

low power consumption and high density. Caused 

on this it is very popular on the applications of 

personal computer, working station and server es-

pecially on the digital electronic products and em-

bedded multiprocessor systems for example video 

transformation box, digital camera and embedded 

SOC platforms. In multiprocessor systems the local 

memory may be constructed with SDRAM for get-

ting a large memory spaces and the data duplication 

will be a big issue on large data transfer. According 

to above characteristics and widespread applica-

tions, we could design a memory controller with 

the standard AHB [2] (Advanced 

High-performance Bus) interface and implement 

the fast data switching function and configurable 

functions on it. To make it applicable to different 

timing of memory and achieve the rapid data 

switching approaches. Therefore we can not only 

reduce the developer’s working load study on how 

to control the memory but also increase the appli-

cations of the digital product on the markets. 

 In this study, we propose the memory control-

ler with internal fast data switching mechanisms 

via data tunnel and configurable functions. Ac-

cording to these ideas it can both control the dif-

ferent timing memory and switch the different bank 

address of data without increasing the burden on 

the work of AHB. Thus it will reduce the working 

load of AHB and increase the changing rate of data 

to achieve the demand of time-to-market. The pro-

posed memory controller can support the DDR2 

and DDR3 standards called DDRx in this paper.   

 

 

II. Previous work and background 

A. Overview the SDRAM 

SDRAM is one of the DRAM (Dynamic Ran-

dom Access Memory), its different place lies in 

synchronous. By synchronized with the memory 

clock and CPU clock it could transfer the data more 



                                                                             

quickly. The characteristic of dynamic is the data 

stored in memory will lost because there has not 

provided enough power supply due to the shutdown 

of the system or computer crash. 

In the aspect of transfer data, SDRAM is not like 

the SRAM, transfer data in one cycle. Cause the 

architecture of the hardware; we must control the 

SDRAM by several steps which called command. 

We could use the commands to control the 

SDRAM like ACTIVATE, READ, WRITE, PRE-

CHARGE, etc. 

Although there has some delay times in access-

ing the data, but in another way, if we focus on the 

performance and the lower cost by using the 

SDRAM as the main memory, the more steps in 

access will not cause a lot of disadvantages. 

B. Overview the DDR2 

The standard of DDR2 (Double Data Rate 2) is 

made by JEDEC [1] (Joint Electronic Device En-

gineering Council). Compared with the preceding 

generation of DDR memory, not only enhance the 

bandwidth but also promote the system's perfor-

mance and the effect, especially facilitate the sys-

tem design.  

The standard pins of DDR2 as Table 1 shows 

[3-6]. The clock of DDR2 memory is provided by 

controller and CKE decided whether the clock ef-

fective or not. A0~A13 are the address 

lines.BA0~BA2 are the bank address of the memo-

ry. DQ0~DQ15 are the data bus and DQS are the 

strobe signals to access the data. DQ and DQS are 

bidirectional. Controller will sent out the DQ and 

DQS into memory when store data. And in another 

ways controller will receive these two signals if we 

read the data from memory. DM signal is decided 

whether the data is available or not. 

C. DDR2 Command 

All DDR2 memory commands are controlled by 

the five signals, CS#, RAS#, CAS#, WE#, CKE, as 

the Table 2 shows. 

Lode mode (LM): Using the LM instruction to 

setup the mode registers of the DDR2 SDRAM by 

changing  the contents of A0 ~ An. Especially no-

tice that the instruction must be work under the sit-

uation of bank idle and resend the instruction after 

tMRD time. 

 Bank Activate: The instruction is used to open 

one of the row in the bank in order to access data. 

The bank address is used to select bank and the row 

of the bank is selected by A0~An. As the row is 

activated we could access the data until the PRE-

CHARGE command set to the bank. If we want to 

activate different row in the same bank, we must 

sent out the PRECHARGE command first. 

 REFRESH: We must send the REFRESH 

 

Figure. 2.  Read timing operation 

 

Figure 1.  Write timing operation 



                                                                             

command to all banks in idle mode and the RE-

FRESH command is not continues. After entering 

REFRESH mode we would return to idle mode in 

some periods of time, so that we must send out the 

REFRESH command once in a while. 

PRECHARGE:  The instruction is used to 

deactivate the activate row of bank or all activate 

row of the bank by select the A10 bit. After PRE-

CHARGE one of the bank it will go into the idle 

mode and if we want to access the bank we must 

activate it first.  

 Write: The write command is used to store 

data in one active row and the bank address is 

chose what bank we want to access. The start ad-

dress is selected by A0~An. An is the MSB of the 

column. A10 is set to see if auto precharge will 

work or not. If A10 is high it will precharge the ac-

tive row after writing and if A10 is low the active 

row would still maintain active to be access. 

 Read: The read command is used to read data 

from one active row and the bank address is se-

lected what bank we want to access. The same with 

write command A0~An is chose what is the start 

address. An is the MSB of the column. A10 is set to 

see if auto precharge will work or not. If A10 is 

high it will precharge the active row after reading 

and if A10 is low the active row would still main-

tain active to be access. 

 No operation: The NOP command is used to 

prevent the unnecessary command to be carried out 

in the idle mode or wait states. 

D. DDR2 Registers 

DDR2 memory has four registers (MRS, EMRS1, 

EMRS2, EMRS3) and regulate the memory by set 

the A0~A13 and BA0~BA2. However by present 

DDR2 specification EMRS2 and EMRS3 are res-

ervations not any function in the present stage. 

BA0~BA2 are set to choose what register we want 

and the bits of A0~A13 have the specific use to se-

tup the registers. 

E. Access Timing 

If we want to write the data into memory as the 

Fig 1 shows, we should send out the Activate 

command with row address and bank address. Then 

we sent out the write command with column ad-

dress follow by the previous one. After writing data 

into memory we should sent the PRECHARGE 

command as the end of the write. 

Then if we want to read data form the memory 

we could sent out the command like Fig 2. Just like 

the same with write period, we should send out the 

Activate command with row address and bank ad-

dress first then we could send out the read com-

 

Figure 3.  Data access flow 
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Figure 4.  Architecture of controller 
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Figure 5.  Instruction format 



                                                                             

mand with column address. After the period of time 

we must send out the PRECHARGE command if 

we want to stop the reading procedure. 

F. Compare the characteristics with different con-

troller 

Table 3 shows the characteristics of different 

controller made by several manufacturers [7-12]. 

The timing parameters of these controllers could 

separate into two types, dynamic programmable 

and compile time configurable. Dynamic pro-

grammable is set every parameter in advance and 

enable it or not by setting the device. Compile time 

configurable is set the parameter by user, according 

to using which timing of memory. 

In above DDR2 controllers, they only take the 

DDR2 SDRAM control signals for the bus masters, 

but not support the memory-to-memory fast trans-

fer functions, which will be used in embedded mul-

tiprocessor systems. In this paper, we design and 

implement the DDR2 controller with data switch-

ing, which can support the fast data switch function 

to save lots of time on switching data without 

through the AHB. Especially, it didn’t cost lots of 

spaces to buffer the data but offered the fast data 

switching utility. 

III. Controller Architecture 

A.  The goal of the architecture 

This section will descript the whole architecture 

with memory controller to establish a memory con-

troller with fast data switching algorithm on the 

platform of the AMBA architecture. In traditional 

the memory controller accessing data through AHB 

will waste a lot of memory spaces and the read 

times on reading data from one address to another 

new address continually. So that this paper pro-

poses an internal data switching mechanism, 

show as Fig 3. Establishes a transmission me-

chanism in two controllers and discard the buffer 

space when access data. It could reduce the total 

areas of the controller. If the user issues the DMA 

command, it will open the data switching bus and 

exchange the data from different memory. Espe-

cially it will not occupy the AHB transmission 

path and release AHB the right of use to achieve 

the goal of data transfer. 

B. The architecture of the controller 

In this section the editor will introduce the ar-

chitecture of the controller, see as Fig 4. The de-

code block is used  to analyze the address as 

command and will sent out the enable signal ac-

cording to the command to active the initial, write 

and read block. Every block will create the corres-

ponding command signal to DDR2 module. When 

the user issue the read command it will sent back 

the data by read queue block and it will see whether 

the data is requested by CPU or internal DMA 

transfer. If the user requests the data from the CPU 

it will transfer it by AHB. And if the data is re-

quested by the other controller it will sent it to the 

write block of the other controller. 

 

C. Instruction format 

The Instruction format of the decode block is 

show as Fig 5. A0~A9 are the column address, 

A10~A22 are the row address, A23~A24 are the 

bank address, A25~A29 are special designed for 

special applications named mode. And the last two 

addresses are set to select slave of the controller. If 

the mode is selected to issue the initial function the 

first six bits of the data are set to decide what the 

cas_latency and adt_latency are. The user can fix 

the number to achieve the different timing of 

DDR2. 

The mode of the command is shows as Table 4. 

The paper proposed the several kinds of applica-

tions. According to the different mode select the 

user could do the single read write or multiple read 

write. Even if the application of data switching the 

user could only set the start address and the desti-

nation address before sending the DMA start signal. 

 

Figure 6.  Data switching timing 



                                                                             

Then the data will transfer by the internal bus not 

by the AHB. So that it will save a lot of times in 

transmission data. 

D. Data switching timing 

For the DMA command the most important part 

is to align the data with read and write periods. 

With the read period data will get after the time of 

read latency. But the write latency is not the same 

with read latency. The mechanism of switching da-

ta shows as Fig 6. Following this data switching 

timing mechanism the DMA command would 

access the data without any register buffers. It 

could save a lot of areas in the memory controller. 

IV. Simulation result 

This chapter will descript the result of the per-

formance by comparing with DMA transfer and 

traditional access, the simulation models are Mi-

cron MT47H32M16 [13-15]. 

Transmitting the first data with AHB would take 

fourteen clocks in reading and ten clocks in writing 

in traditional transfer shows as Fig 7. The first data 

of the transmission would just take eleven clocks 

only such that it will switch data automatically 

without any other redundant clocks. This idea save 

thirteen clocks on switching data and reduce the 

working load on AHB. Especially the controller 

will not construct an unnecessary register buffer to 

store the template data for next writing. 

The memory controller with data switching is 

implemented by using Verilog language and syn-

thesized by Synopsys Design Compiler in a 0.18um 

technology see as Fig 8. The total area and critical 

path are 214076.10um2 and 3.82ns latency. The 

whole controller can work on the environment of 

ModelSim 5.7d and the working rate can achieve 

192MHZ. 

 

V. Conclusion 

In this paper the novel memory controller with 

data switching is proposed. It discards a large 

number of temporary spaces to reduce the total 

areas. And with the DMA command of the archi-

tecture user can access the data more quickly 

without crossing AHB. So that it not only reduce 

the traffic load of the AHB but also the access time 

when switching data. By the simulation result, it 

improves 54% of time to access data from one ad-

dress to another. 
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