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Abstract

This paper introduces a statistical approach of in-
trusion detection and designs an intrusion detection
model using fuzzy set. We describe the technique of
Juzzy intrusion detection system. By using fuzzy set,
we improve the algorithm for evaluating score value of
NIDES. Thus, the goal of us presents a possibility of
wnirusion detection system using fuzzy set.

1 Introduction

In this age of universal electronic connectivity of
viruses and hackers, of electronic eavesdropping and
electronic fraud, there is indeed no time at which se-
curity does not matter. The explosive growth in com-
puter system and their interconnections via networks
have increased the dependence of both organizations
and individuals on the information stored and com-
municated using these systems. This in turn has led
to a heightened awareness of the need to protect data
and resources from disclosure and to protect systems
from network-based attacks[1].

Additionally, a computer system should have con-
fidentiality, integrity and assurance against denial of
service. Especially on the internet, the vast spectrum
systems are subject to attack by intruders because in-
creased connectivity., Thus, it is important that the
security mechanisms of a system are designed so as
to prevent unauthorized access to system resources
and data. However, completely preventing breaches
of security appear, at present, unrealistic. We can,
however, try to detect these intrusions attempts so
that action may be taken to repair the damage later.
This field of research is called Intrusion Detection[2].

Generally, intrusion detection system can be di-
vided in two main techniques{3][4][5][6][7]. The first
technique is the anomaly detection technique. It con-
tains statistical approaches, feature selection, combin-
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ing individual measures, predicative patterns genera-
tion and neural network method. The second tech-
nique is the misuse detection technique. It contains
conditional probability, production/expert systems,
state transition analysis, keystroke momnitoring and
model-based intrusion detection[8].

We will discuss NIDES(Next Generation Intrusion
Detection Expert System). NIDES developed by SRI
is an interesting case study for the expert system ap-
proach. NIDES follows a hybrid intrusion detection
technique consisting of a misuse detection component
as well as an anomaly detection component. The
anomaly detector is based on the statistical approach,
and it flags events as intrusive if they are largely
deviant from the expected behavior. To do this, it
builds user profiles based on many different criteria
(more than 30 criteria, including CPU and I/0O us-
age, commands used, local network activity, system
errors, etc.). These profiles are updated at periodic
intervals. The expert system misuse detection com-
ponent encodes known intrusion scenarios and attack
patterns(bugs in old version of sendmail could be one
vulnerability). The rule database can be changed for
different systems. One advantage of the NIDES ap-
proach is that it has a statistical component as well
as an expert system component. This means that the
chances of one system catching intrusions missed by
the other increase. Another advantage is the prob-
lem’s control reasoning is cleanly separated from the
formulation of the solution. We will use fuzzy set into
statistical approach for NIDES.

2 NIDES(Next Generation Intrusion
Detection Expert System)

The core component of the NIDES prototype are
as follows|9):
e Audit-data generation component
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e Audit-data collection component

@ Statistical component

e Rulebased component

e Resolver component

The graph of the core component is shown Fig-
ure 1. The audit-data generation component gener-
ates NIDES-format audit records of activities of sub-
jects(users) on a target system from C2 auditing and
UNIX accounting files. It is capable of being remotely
started, stopped, and monitored.

The audit-data collection component is capable of
gathering audit data generated by multiple target
hosts as it is generated, provided the amount of audit
data being generated is reasonable. This component
guarantees that an audit record will be disposed only
after it has been processed by the analysis compo-
nents(statistical, rulebased, and resolver). The sta-
tistical component detects masquerading users. The
rulebased component detects "well-known” types of
intrusive or suspicious user behavior. The resolver
component analyzes the alerts issued by the statisti-
cal and rulebased components and reports only non-
redundant alerts. The security officer user interface
component enables the following.

» Real-time operation of NIDES, including display-
ing and reporting of alerts, selecting target hosts to
be monitored, and reporting status of monitored tar-
get hosts.

e Processing of previously recorded audit data us-
ing NIDES, including logging of alerts and managing
of persistent store information are used by NIDES.

The security officer user interface component is de-
pends on the resolver component for obtaining alerts,
on the audit-data collection component for obtaining
the status of audit-data generation on various target
systems and on the audit-data generation component
itself for its initiation and termination.

The resolver component depends on the statistical
and rulebased components for their respective analy-
sis which, in turn, depend on the audit data collection
component for audit-data records. The audit-data
collection component obtains audit data from the var-
ious andit-data generation components. We will focus
on statistical component.

2.1 Description of statistical componént

The statistical component observes behavior on
a monitored computer system and adaptively learns
what is normal for individual subjects: users, groups,
remote hosts and the overall system. Observed behav-
ior is flagged as a potential intrusion if it deviates sig-
nificantly from expected behavior. The NIDES statis-
tical component maintains a statistical subject knowl-
edge base consisting of profiles. A profile is a descrip-
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tion of a subject’s normal behavior with respect to a
set of intrusion-detection measures.

Profiles are designed to require a minirnum amount
of storage for historical data and yet record sufficient
information that can readily be decoded and inter-
preted during anomaly detection. Rather than stor-
ing all historical audit data, the profiles keep only
statistics such as frequencies, means and covariances.
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Figure 1: The graph of the core component in NIDES

The statistical knowledge base is updated daily, us-
ing the most recent day’s observed behavior of the
subjects. Before the new audit data are incorporated
into the profiles, the frequency tables in each profile
are aged by multiplying them by an exponential decay
factor. Although this factor can be set by the secu-
rity officer, we believe that a value that reduces the
contribution of knowledge by a factor of 2 for every
30 day is appropriate. This is the long-term profile
half-life. This method of aging has the effect of creat-
ing a moving time window for the profile data, so that
the expected behavior is influenced most strongly by
the most recently observed behavior: Thus, NIDES
adaptively learns subjects’ behavior patterns; as sub--
jects alter their behavior, their corresponding profiles

change.



2.1.1 Score value

For each audit record generated by a user, NIDES
generates a single test statistic value that calls the
NIDES score value that summarizes the degree of ab-
normality in the user’s behavior in the near past. The
score value is denoted T°.

Large values for T2 are indicative of abnormal be-
havior, and values closed to zero are indicative of nor-
mal behavior. The T? statistic summary judgment of
the abnormality of many measures taken in aggregate.
Suppose that there are n such constituent measures,
and let us denote these individual measures by S;,
1 < i < n. Bach S; is a measure of the degree of ab-
normality of behavior with regard to a specific feature
such as CPU usage or file accesses. T” statistic has
been set equal to the sum of the squares of the S;:

= (S + 8P+ S+ + 87/ (1)
because the T? statistic is an average of the n squares
of the S;. If there is additional useful information
contained in the correlations among the S;, then L*
statistic is defined as follow:

n(n—l ZZh 5.5,.Cy) (2

i=1 j>1

where, h(S;, Sj, Ci;) is a well-behaved function of S; ,
S; , and their correlation Cj; that takes large values
when S; and S; are not behaving in accordance with
their historical correlations.

2.1.2 Classification of individual measure

There are four classes of individual measure in
NIDES statistical system.

o Intensity measures: These three measures track
the number of audit records that occur in different
time intervals, on the order of 1 minute to 1 hour.
These measures can detect bursts of activity of pro-
longed activity that is abnormal, primarily based on
the volume of audit data generated.

e Audit record distribution measure

e Categorical measures

e Counting measures
Because we will focus on intensity measure, will only
use a fuzzy set in it.

2.1.3 Algorithm for computing intensity
measure

For each S measure from a corresponding statlstlc,
we will call Q. In fact, each S measure is a 'normal-
izing’ transformation of the Q statistic so that the
degree of abnormality for different types of features
such as CPU usage and the names of files accessed
can be added on a comparable basis. Two different
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methods for transforming the Q statistics into S val-
ues are used.

For the intensity measures, the value of Q corre-
sponding to the current audit record represents the
number of audit records that have arrived in the re-
cent past. In addition to knowing the current value
for Q, NIDES maintains a historical profile of all pre-
vious values for Q. Thus, the current value of Q) can
be compared to this historical profile to determine
whether the current value_is anomalous.

The transformation of Q to S for the intensity mea-
sures requires knowledge of the historical distribution
of Q. For example, we might find the following histor-
ical information for the 1nten31ty measures @ with a
half-life 1 minute:

o 3% of the Q value are in the interval O to 20 audit
records

e 11% of the Q value are in the interval 21 to 30
audit records

e 21% of the Q value are in the interval 31 to 40
audit records

e 39% of the Q value are in the interval 41 to 60
audit records

e 12% of the Q value are in the interval 61 to 90
audit records

e 10% of the Q value are in the interval 91 to 150
audit records

e 4% of the Q value are in the interval 151 to 240
audit records

The S statistic would be a large positive value
whenever the Q statistic was in the interval 0 to 20.
The S statistic would be close to zero whenever (Q was
in the interval 41 to 60. The selection of appropriate
intervals for categorizing Q is important to the func-
tioning of the algorithm. NIDES is currently using
32 intervals for each Q measure, with interval spacing
being either linear or geometric.

The algorithm for converting individual Q value to
S for the intensity measures is as follows;

1. P, is the relative frequency in m-th interval
(0 < m < 31). In the above example, P = 3%, P, =
11%, ...

2. TPROB,, is defined as follow:

TPROBn= Y P. (3)
P<P,

For example, TPROB, = 12% + 11% + 10% +
4% + 3% = 40%
3. For the m-th interval, define s,,,

P(|N(0,1)| > s,) = TPROB,, <~
=& 1(1 - (TPROB,/2)). (4)
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where N(0,1) is the standard normal distribution, ®
is the cumulative distribution ful}ction of a N(0,1)
variable. (ie., ®(z) = \/"lz—; [7 eTdy)

4. 5 is set equal to sy
2.1.4 Frequency distribution for Q and Q

statistic for intensity measure

It is necessary that the historical frequency distri-
bution for @Q is required for Q to be transformed into
S. Also, when a user is first audited, that user has no
history. Consequently, we must choose some conve-
nient value to begin the Q statistic history. For ex-
ample, we might initially let each Q measure be zero,
or some value close to the mean value for other similar
users. Bach Q statistic for intensities is updated each
time a new audit record is generated.
2.2 Disadvantage for intensity measure

In the case of using intensity measure, if Q statis-
tics are distributed uniformly for each interval, (i.e.,
variance of Q statistics is large value), it is reason-
able to using TPROB in above algorithm. Unless
a variance of Q statistics is large value ( i.e. in the
case that Q) statistics are gathered around one point),
then it is necessary to justify TPROB. For example,
in the interval of 20 to 40, suppose that Q statistic is
distributed around 23 point, if Q statistic of new au-
dit record number is 39, it is unreasonable that this
statistic is in the interval of 20 to 40. It had bet-
ter assign next interval, or it is reasonable to making
appropriately weighted value for P,,. Thus, we will
introduce algorithm for interval filtering using fuzzy
set in the next section [10].

3 Interval filtering using fuzzy set

In the above section 1.3, we discussed converting
algorithm. For that algorithm, it is possible to apply
rule as follows; (Note that variance of Q statistics is
small in each interval)

1. For each interval, let C,, is the mean of Q statis-
tic. (0 <m < 31)

2. For each interval, we can define fuzzy sets, F,,
= { a set of real number close to C,, } and, define a
membership function as follows:

1
14 (z — Cp)? )

Un(z) =

where, 0 < m < 31 and z is a QI*. Let Q™ denote
a Q) statistic of new audit record number in m-th in-
terval.

3. For value of m is maximum, If u,(Q'Y) is
greater than 0, then let I'E,, is a fuzzy weighted value
of P, and define as follow:

FPp = um(Q") x Pp,. (6)
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We evaluate value of TPROB,, as follow:

TPROBy, =FF,+ »_ P. (7)
P<P,
If value of p is minimum, then evaluate TPROB,,

as follow:
TPROB,,= FP,. (8)

If u,, (QRe) is equal to 0, evaluate possibility value
of QY for Cpr—q. If its possibility value is equal
to 0, then un,(QXY) is set to value of minimum
grade(denoted u"(Q)) in m-th interval and eval-
uate F'P,, as follow:

FPm = u™™(Q™) x PB,. (9)

Else, in other words, if a possibility value of Q" is
greater than 0 in the previous interval, evaluate F'P,,
as follow:

FPp = um1(QY) X Ppy. (10)

4. For m is minimum value, If u,,(Q¢") is greater
than 0, then let F'F,, is a fuzzy weighted value of F,,
and define as follow:

FPy = um(Q™%) x Py, (11)

Note that we use 0.8 for a-cut value. We evaluate
value of TPROB,, as follow:

TPROBn =FP,+ »  P. (12)
P<P,

If value of P is minimum, then evaluate TPROB,,
as follow:

TPROB,, = FP,. (13)

If 4, (QRe) is equal to 0, evaluate possibility value
of Q¥ for Cpyi. If its possibility value is equal
to 0, then un,(Q™Y) is set to value of minimum
grade(denoted u™"(Qr*)) in m-th interval and eval-
uate F'P,, as follow:

FPp, = u™™(QreY) x P, (14)

Else, in other words, if a possibility value of Qe
is greater than 0 in the next interval, evaluate F'F,
as follow:

FPm = Um.;.](Q:Sw) X Pm+1. (15)

5. Otherwise, we set to 0.8 for (a-cut value. If
a possibility value of QP is greater than 0, as the
same way of third step, evaluate value of TPROB,,
as follow:

TPROBy =FPn+ y_ P. (16)
P<P,



However, in the case of a possibility value of Q€%
is equal to 0, if Q™Y is less than Cp, and um—1(Q%™)
is greater than 0, P, is set to 0. Hence,

TPROBn,= ) P (17)
P<P,,

If QY is greater than Cp, and Um,y1(QXY) is
greater than 0, P, is set to 0. Hence,

TPROB,= Y P. (18)
PSPm-l

Otherwise, both u,(QrY) and Uy 1(QREY) are
equal to 0.

FP, = u™™ Q™" x Py, (19)
TPROBy =FPyx »_ P. (20)
P<P,

4 Experimental Result

We verified the interval filtering model using fuzzy
set. We suppose the historical distribution of Q as Ta-
ble 1, and we assume that the number of input audit
record is random. The input audit record is uniformly
distributed. The result of simulation is described in
Figure 2. As we shown the Figure 2., the abnormality
degree using fuzzy set filtering algorithm is smaller
than the abnormality of NIDES’s algorithm in 121 to
145 interval. It means that the false-positive rate is
reduced. Otherwise, it is reduced to the probability
regarded normal user as abnormal user. Also, in the
case of small distribution probability, the abnormality
degree using set filtering algorithm is larger than the
abnormality of NIDES’s algorithm. It means that the
true-positive is increased.

Table 1. Historical distribution

| Audit record number | Probability |
0-10 0.03
11-25 0.02
26 - 40 0.01
41 -70 0.13
71-90 0.19
91 - 120 0.15
121 - 145 0.26
146 - 168 0.11
169 - 180 0.06
181 - 200 0.04

Hence, using this way, we obtained the perfor-
mance improvement of intrusion detection system.
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Thus, we can make more secure system using fuzzy
intrusiion detection system.

For verifying, we used SUN SPARC workstation
with C.

[ : algorithm of NIDES
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Figure 2: The degree of abnormality

5 Conclusions

We have described the method of statistical ap-
proach that interconnected fuzzy set. When NIDES
have used statistical approach, it had a some problem.
So, we provided solution that overcomes disadvantage
of statistical approach. Using fuzzy set technique will
allow us to maintain much more secure computer sys-
tem. This technique also will allow to us for intuitive
explanation of detecting intruder, since this is generic
feature of fuzzy theory. Finally, the use of fuzzy set
for statistical approach will allow NIDES to be a much
better intrusion detection system. '

In future work, we-plan to apply fuzzy set for all
measure and will apply fuzzy set for INIDES’s core
component. We believe that the importance of in-
trusion detection system will continue to increase as
more and more. Therefore, in the case of statistical
approach, we will research with fuzzy theory and in
the case of rule based approach, we will research with
hybrid intelligent system.
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