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Abstract

This paper presents the design of an
adaptive router in a torus-connected computer
network. The design can be divided into two
parts: (1) The design of the hardware interface
in the router. (2) Software support.

Every node uses an SCSI interface card to
connect to the neighboring nodes to transmit
data, and also needs some hardware to receive
data from the neighboring nodes. We have
Jinished the design of the hardware. The router
only needs 4 FPGA chips, EPF 86364 of Flex
8000 series produced by Altera, plus some
SRAMs and TTL devices. All of the components
are inexpensive and readily available.

The adaptive router also needs software
supports, such as the DMA driver, the SCSI
driver and a routing algorithm. Because SCSI
interface is used, the switching technique is
packet-switching. In order to improve network
performance, we design an adaptive routing
algorithm to distribute the trajfic load. Besides,
we divide the bidirectional torus into 4 virtual
nerworks, X+Y+ ~ X+Y- >~ X-Y+ and X-Y-, to
decrease the complexity of the adaptive routing
algorithm and increase the communication
throughput. As a resull, our routing algorithm is
deadlock-free and minimally adaptive.

The router is experimentally evaluated
using differemt traffic patterns and message
lengths. Preliminary results show that a short
packet length of 128 bytes is appropriate to the
torus through our design, and the saturation

- point is about 0.55 for random routing and 0.35
Jor transpose routing.

1. Imtroduction

A tecent trend in supercomputer design
has been moving towards scalable parallel
computers, which offer proportional gains in
performance as the number of processors is
increased. Many such sysiems, e.g. MIT J-
Machine [Dall90], Comnection Machine CM-5
[Thin93], and Cray T3D [Kess23], are

characterized by the distribution of memory
among an ensemble of processing nodes. Each
node has its own processor, local memory, and
other supporting I/O devices.

Communication has been a major issue in
parallel-processor systems. Internode
communication in MPP systems is carried out by
passing messages through some static
connéction network. To increase the bandwidth
and reduce the message latency, many parallel
machines use dedicated hardware router. The
routing algorithms, the flow control and the
switching techniques are important factors, that
affect the network performance. The swiiching
techniques can be classified into three types:
circuit switching[Kerm79], packet switching,
and wormhole switching [Dall87). Beside the
switching techniques, routing algorithm is also
of critical importance. A good routing algorithm
can determine the routing path in short time,
avoid the deadlock and distribute evenly the
network traffic. A large number of routing
algorithms have .been proposed, for example,
[Chie95], [Dall93], [Glas91], [Lind91], and
[Smar91].

We, at Feng Chia University, proposed a
massively parallel (MPP) system and call it
MPP/FCU. The system 1is designed with
scalability in mind and its configuration is
shown in Figure 1. Siill at the early stage, the
MPP/FCU system is an experimental platform
with only 16 nodes. The M-NET in Figure 1
indicates the message network and uses torus as
its network topology.

In this paper, a router is presented for the
construction of the M-NET in MPP/FCU. Our
goal is to use an adaptive routing algorithm to
avoid contention and improve network
performance.

In section 2, we will discuss the design
considerations of our adaptive router as well as
the techmiques to incorporaie the SCSI into the
router to reach the goal. In section 3, the design
of the adaptive router, the system interface and
the functions of the adaptive router are presenied
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in detail. Besides hardware, routing algorithm
and software supports are also described. In
section 4, analysis of the performance is
presented. Finally, a brief conclusion is given in
section 5.

2. Adaptive Router Design Considerations

While designing the network topology of.
the MPP/FCU, our first option was common bus
(see Figure 2). For common bus, the diameter is
very low, i.e. at most 2. Ii only requires an SCSI
interface card in a node to construct the network,
therefore the cost is low. However, there are
drawbacks. Firstly, the nodes would compete
with one another for using the common bus to
wansmit data and the communication
performance would be degraded. Secondly, the
scalability of MPP systems is low due to the
limits on SCSI ID. Additional SCSI interface
cards in some nodes are needed to extend the

C-NET

Figure 1. The architecture of MPP/FCU

number of nodes in the row or column bus. This
will cause hot-spot in intermediate nodes and
increase the diameter. Thirdly, the SCSI ID of
each node uniquely defines the node priority for
using the common bus and this could cause
starvation. Based on all these reasons, the
common bus is thus disregarded.

The network architecture in MPP/FCU is
now presented. The architecture is depicted in
Figure 3. Nodes on the network architecture play
both roles of an initiator and a target. The
initiator that is supported by an SCSI inierface
card uses its unique SCSI bus to transmit data to
one of the 4 neighbor nodes. The target is
supported by additional receiving hardware and
its function is to receive data from some initiator.
The cost of the hardware rouier is inexpensive.
Because there is no priority difference between
nodes in SCSI bus, the network does fot cause
starvation.

Figure 2. Torus lemented by common bus
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Figure 3. The network architecture

The additional receiving hardware includes
the SCSI controller, which is responsible for
executing the SCSI commands, processing the
protocols on SCSI bus and receiving data from
SCSI bus. In order to reduce the development
time and allow easy modification of the
receiving circuit, we use an FPGA device to
design the controlling circuit.

3. Router Hardware Design and Seoftware
Supports

The design of the router can be divided
into two parts: hardware interface and software

supports. The hardware implementation contains
the design of the SCSI coniroller, the interrupt
unit and the PC-board-design of the entire router.
The sofiware supports include the DMAC
( Direct Memory Access Controller ) driver, the
routing algorithm and the SCSI driver.

3.1. Hardware Interface Design
Functional "blocks of the router are
depicted in Figure 4. The major functions of the

blocks in the router are described in the
following paragraphs.

Router Hardware

Local Intarface Bus

i i
HOST I
— 4L

Controller |

Interrupt
Controllsr

System Bus

i Diract Memory |
l Accoss .
i
|
1
|
i
|

Figure 4. Block diagram of ihe adaptive router
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Figure 5. Receiving hardware in a router

SCSI controllers: There are 4 SCSI
controllers. Every controller is responsible
for processing the communication protocol
in the SCSI bus, executing SCSI
commands and receiving data through the
SCSI bus from some neighboring node.
Buffer: The data received by the SCSI
controller is stored in the buffer and waits
for further processing.

Interrupt unit: The interrupt unit accepts
the interrupt signals from the 4 SCSI
conirollers and coordinates the interrupt
signals tg notify the processor that there are
some received data in the buffer waiting to
be processed.

Direct Memory Access Coniroller: The
DMAC reads the messages out of the
buffer and stores the messages into the
memory associated with the host.

5.

6.

Host: The host executes the routing
algorithm to determine the “direction to
route the message. Besides this, the host
also executies the SCSI driver to control the
SCSI. interface card and transmit the
message to the next node through the SCSI
interface card.

SCSI interface card: The SCSI interface
card processes the interface protocol of the
SCSI bus with the SCSI controller in the
next node. The node uses the SCSI
interface card to transmit the routing
message to the next node through the SCSI
bus.

The components of the receiving hardware

in the router are shown in Figure 5. Each SCSI
coniroller has two buffers for the received data.
The two buffers are independent to each other.
The SCSI coniroller and the host can take turns

SCSI Controller

8CS1 Controller B

' SCSI Coniroller C
SCS1 Controller D

Figure 6. Transmitting hardware in a node
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at accessing data in the two buffers to increase
the network transmission throughput. The type
of data accessing in the buffer is memory-
mapped I/0O. The packet length is from 128
bytes to 1k bytes and the capacity of either
buffer is 2k bytes.

There is a T flip-flop associated with each
buffer. This data-record-bit indicates whether
there is a packet in the buffer. When the SCSI
controller receives a SCSI command to receive
data, it checks the data-record-bit belonging to
the SCSI controller. If both of the record-data-
bits are set, then there are packets in both buffers
- that have not been processed by the processor
yet. If there is no room to store the data that the
SCSI controller is supposed to receive, the SCSI
controller will return a “Busy” message to the
previous node. If the data-record-bits are not set
at all, the SCSI controller chooses one of the two
buffers to store the packet to be received. When
the SCSI controller completes receiving the data,
it sets the data-record-bit associated with the
buffer, and issues an interrupt signal to request
the processor to process the packet in the buffer.

When an interrupt occurs, the processor
executes the interrupt program. The first action
is to check the data-record-bits in router. The
interrupt program will find out which buffer
stores the packet to be processed. The first 4
bytes in the buffer contains the packet length
and the routing information. The interrupt
program reads the information and executes the
routing algorithm to determine the direction to
route the packet. Then, the processor executes
the SCSI driver controiling the SCSI interface
card to communicate with the SCSI coniroller in
the next node. If there is any buffer left in the
next node to store the packet, the SCSI driver
reads the packet from the source buffer and uses
the SCSI interface card to transmit the packet to
the next node through the SCSI bus. Otherwise,
the program exercises the DMAC to read the
packet from the buffer throngh DMA, stores the
packet into the local memory space in the host
and waits for nexi iransmission. The
iransmission block diagram in a node is shown
in Figure 6.

Virtual channel in one dimension of a Torus

3.2. Software Supports

Software supports include the SCSI driver,
the DMAC driver, and the adaptive routing
algorithm. Because of the scope of this paper,
we shall only describe the most important part,
the adaptive routing algorithm. [Hwan96] gives
detailed description on the software drivers.

The basic idea of the adaptive routing
algorithm is from [Dall87], with modifications.
The routing algorithm is called Unidirectional
Torus Routing (UTR) which uses channels that
transmit data in unidirection. There are two
parallel sets of virtual channels, call p-channels
and h-channels. The p-channels are used by
messages that will eventually wuse the
wraparound channel in the current dimension.
After using the wraparound channel, such
messages use the h-channel for the remaining
journey in the current dimension. The h-
channels are used by messages that will not use
the wraparound channel in that dimension.
Figure 7 illustrates the UTR in a single
dimension. In the following discussion, we use

the notation of [Dall87] where Ca,a’v represents
the node x in d dimension, and the virtnal
channel set o € {p,h}.

There are two virtual channels in every
physical channel that are used to avoid any
possible cycles in channel dependency graph.
The UTR routes messages along the paths under
constraints of unidirectional links and is
therefore deadlock-free.

In our design, we divide the 2-dimensional
torus with bidirectional links into 4 wirtual
networks, X'Y* ~ X'Y" ~ XY' and XY
[Chen96]. The original UTR is modified so that
it works for each virtual network and siill uses p-
channels and h-channels to avoid deadlocks in
all virtual networks. Let us define the function
Rym:Nx N — C, which maps a ( current
node, destination node ) pair. In order to define
Ryr:(Curt, Dest), assume that Curs and
Dest are different nodes in the d dimension, and
A =6 (Curty-c ,(Dest). When d=X"or
Y", then,
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Coom TA<0
Ry (Curt, Dest) = dpCurt .
thCurl ifA>0

When d=3Cor Y-, then

Crem EA>0
R, (Curt, Dest) =4 _F"
o (Curt, Dest) {Cd,,c,,,, ifA <0

For each physical channel, there are two
independent virtual chamnels in every virtwal
network. The packets are routed by using the

virtual channels belonging to the virtual network.

The packets in different viriual network do not
affect one another. From [Dall87], there exist no
cycles in the channel dependency graph for
every virtual network. Accordingly, the routing
algorithm in our design can also be readily
proven to be deadlock-free. Before the
transmission, the direction of the packet and the
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virtual network to be used are determined from
the addresses of source node and destination
node. The packet is routed along any shortest
path to the destination. Therefore, the algorithm
in our design ,in addition to be deadlock-free, is
a minimally adaptive routing algorithm.

Next, we define the format of the packet
header following the adaptive routing algorithm.
It is shown in Figure 8. The 4 fields are current
dimension ( dim ), previously used virtual
channel or the currently used virtual channel
(V. and V), virtual network to be used (X, Y ),
and the distance from the cwirent node to the
destination node ( X-distance and Y-distance ).
The functions of those fields are presented in
Tables 1,2, and 3.

Table 1. States and virtual channels along the X dimension

| dim | V, Operations
lo 0 The packet is currently using h-channel to be routed along X-dimension
0 1 The packet is currently using p-channel to be routed along X-dimension
1 0 The packet previously used h-channel to be routed along X-dimension
1 1 The packet previously used p-channel to be routed along X-dimension

Table 2. States and virtual channels along the Y dimension

{ dim | V, . Operations
o 0 The packet previously used h-channel to be routed along Y-dimension
lo 1 The packet previously used p-channel to be routed along Y-dimension
1 0 The packet is currently using h-channel to be routed along Y-dimension_
1 1 The packet is currently using p-channel to be routed along Y-dimension

Table 3. Viriual network designations

X Y Virtual network
0 0 XY
0 1 XY
1 0 XY
1 i XY
/
The hardware/software design of the router
have been  described. The  hardware
implementation contains the iransmitiing

hardware and the receiving hardware. In
transmitting hardware, we only need an SCSI
interface card or an SCSI interface on PC board.
The receiving hardware only needs 4 SCSI
controllers, SRAMs, and some TTL devices. All
the components are inexpensive and readily
available. These conform to our considerations.

The implementation of the router is quick,
expandable, and reliable.

We integrate the SCSI interface inio the
adaptive rouier, because SCSI is universally
accepted. The adaptive routing algorithm needs
software supports and scatiers iraffic load on the
network. The bidirectional torus is divided into 4
virtual networks, X'Y* ~ XY~ XY and XY
As a result, communication throughput and
system throughput are enhanced.

4. Performance Evaluation

A simulator written in C for the router is
used for design simulation and performance
evaluation. The network performance is affected
by two faciors: destination node address and
network load. In the simulation, the destination

dim V, V, X Y [X-distance
15 |14 ji3 J1iz i1 jie

Y -distance

dim : 0 indicates X dimension
dim . 1 indicates Y dimension

Figure 8. Format of the packet header
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Figure 9. Simulation resulis of latency versus traffic load for random routing

node address is generated by using a traffic

pattern that is called uniform traffic paitern

[Ni94] and the average interval to inject packets

is computed by Poisson process.

The following quantities are measured:

1.  Network latency: The time a packet spends
in the network, from the time the packet
enters the injection buffer until the packet
enters the delivery buffer at the destination.

2. Saturation: The smallest load at which
more packets are created than delivered.
The performance of the router in our

design are  measured for  different

communication  patterns, as based in

[Pifa94]{Fulg®3]:

1. Random Routing: Messages have random
destinations. Several distributions are
possible, from which two are chosen. The
destinations of the packet are uniformly
distributed over the set of nodes.

2.  Transpose: Transpose is permutation where
node (x,p) sends packeis to destination (y,x).
Generally  speaking, two sets of

experiments have been carried out. One shows

3

the relation between packet size and path lengths
and the other shows latency as a function of
traffic load. The first experiment involves three
different message sizes, namely packeis of 128
bytes, 1024 bytes and randomly generated size
between 128 and 1024 bytes. We will use
uniform random routing patterns to simulate on
three different two-dimensional torus with 4 x 4,
8 x 8, and 16 x 16 nodes. The experiment
reveals the relation between the packet size and
the average path length. Tables 4, 5, and 6 show
the simulation results with average latency per
byte. From the experimental results, shorter
packet lengths are better for the torus which is
constructed through the rouier of our design.
Besides, the average latency in

cycles per byte with three different packet size
in 4 x 4 torus is nearly the same. But the results
in 8 x 8 torus and 16 x 16 torus is different. The
main reason is that the average path length in
either 8 x 8 or 16 x 16 torus is longer than the
average path length in 4 x 4 Torus. Therefore,
the chances that a packet waits for the SCSI bus
to transmit are higher. The above results confirm

Table 4. Simulation resulis'on 4 X 4 torus with random routing

Packet Length Average latency in cycles per byte
128 bytes 13.17
Random generation between 128~1024 bytes 14.24
1024 bytes 14.53

Table 5. Simulation resulis on & X 8 torus with random routing

Packet length Average laiency in cycles per byte
128 bytes 14.39
Random generation between 128~1024 bytes 16.14
1024 bytes 19.50

Table 6. Simulation resulis on 16 X 16 torus with random routing

Packet length Average latency in cycles per byte
128 bytes 16.76
Random generation between 128~1024 bytes 17.07
1024 bytes 27.18
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Figure 10. Simulation results of latency versus traffic load for iranspose routing

that the packet length and the path length, as
expected, are indeed two major factors that
affect the network performance.

The second experiment involves packets of
128 bytes on two-dimensional torus with 8 X 8
nodes and two different traffic patterns: uniform
random traffic and transpose traffic. Figures 9
and 10 show the normalized . latency as a
‘function of traffic load, for different traffic
patierns.

The traffic load where the system saturates
is an important measurement since after
saturation there is no way to predici the delivery
time of messages. We observed that the
saturation point is about 0.55 for random routing
and 0.35 for transpose routing in our router. As a
comparison between the two types of traffic
patterns, the simulation results indicaie that the
uniform random traffic patiern has a higher
traffic load and that the transpose traffic patiern
induces a higher latency. The reason for this is :
the transpose on the torus is a reflection of the
source about the line y = -x, given a coordinate
system through the center of the network. This

patterns causes continuous hot spots along the
diagonal of the network.

Yet in another experiment, we compare the
network performance of the adaptive routing
algorithm in our design and a previously
published routing algorithm [Dall§7]. For the
same network architecture, our adaptive routing
algorithm is replaced by their algorithm. Table 7
shows the network performance at different
iraffic load for random routing. It cam be
observed that the network performance of our
adaptive routing algorithm is better than theirs
under saturation. Furthermore, since the
hardware cost in our design is very low, a
reasonable gain in benefit-cost ratio cam be
expected. The circuit area fits into the FPGA
chip, EPF 8636A of Flex 8000 series, produced
by Altera. The gate ¢ounts and the percemtages
of the units in each SCSI controller are shown in
Table 8.

5. Conclusions

Table 7. Network performance comparison for our routing algorithm and [Dall87].

Normalized latency
Traffic load our routing algorithm [Dall87]
0.15 127.42 140.37
025 145.69 162.53
035 158.67 211.96
0.45 254.31 318.24
Table §. Gate counts in SCSI controller
Unit Gate Counits Perceniages
SCSI interface conirol unit 505 20.05 %
Phase state conirol unit 554 22.04 %
SCSI command decoder 461 183 %
MEM control unit and Interrupt 807 32.04 9%
logic
Block counter 113 4.48 %
Registers 78 3.09%
Total 2518 100 %
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The adaptive router in our design
integrates the SCSI interface as the
communication interface among nodes, or PCs.
The .design highlights of the adaptive rouier
are (1) low cost, (2) easy implementation, (3)
the MPP/FCU systems can be constructed in a
short time through our router, (4) high flexibility
in metwork  architecture, and(5) good
connectivity to other I/O devices through the
SCSI interface of the adaptive router.

In our design, the switching technique is
packet-switching: In order to improve the
network performance, an adaptive routing
algorithm is applied to. scatter the traffic load on
the network. Simulation results indicate that
short packet length ,e.g. 128 bytes, is
appropriate o the torus network through the
router of our design. The saturation point is
about 0.55 for random routing and 0.35 for
transpose routing. From the simulation resulis,
reasonable benefit-cost gain in our design is
achieved.

In the future, an increase on the width of
the SCSI bus in the adaptive router and a change
on the transmission protocols of the adaptive
router from “nonsynchronous” to “synchronous”
to improve the network performance may be
considered. We will also make attempts on
separating the adaptive router from the nodes in
MPP/FCU, and adding a microcontroller into the
hardware of the adaptive router for ,among
many possibilities, the execution of the routing
algorithm to improve network performance.
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