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Abstract

UNcorrectable Bit Errors (UNBEs) have been ig-
nored or have not been studied in detail in exist-
ing analysis of the reliability of RAID. We present
an analytic model to study the effect of UNBEs on
the reliability of declustered-parity RAID. The Mean
Time To Data Loss (MTTDL) of the RAID is calcu-
lated by taking into account both DB data loss and
the data loss caused by double independent disk fail-
ures (we call this DD data loss). On the basis of our
numerical analysis, we discuss how such MTTDL de-
pends on the number of units in a parity stripe and
the rebuild time of a failed disk.

1 Introduction

Redundant Array of Inexpensive Disks (RAID) has
been proposed to bridge the gap between high CPU
performance and low I/O performance with main-
taining high data reliability at the same time [7].
RAID-5 is among the most popular ones. A varia-
tion of RAID-5 called declustered-parity RAID [2] (it
is also called clustered RAID in [5]) provide better
performance in the presence of failed disks.
Reliability is an important issue in the evalua-
tion of RAID systems. We study the reliability
of declustered-parity RAID in terms of Mean Time
To Data Loss(MTTDL). There are three relatively
common ways [2] to lose data in declustered-parity
RAID: 1l.system crash followed by a disk failure;
2.double disk failure (We call this DD data loss);
3.disk failure followed by an uncorrectable bit error
during reconstruction (we call this DB data loss). An
UNcorrectable Bit Error (UNBE) is a sector read in-
correctly, as detected by an Error Correcting Code
(ECC), which is uncorrectable by either ECC or
retry [6]. After a disk in the array failed, data on
the surviving disks should be read to reconstruct the

content of the failed disk. DB Data loss occurs if an
UNBE damages the necessary data.

Many studies have been conducted in analysing
the reliability of RAID [1][2][3][6]. UNBESs, however,
have been ignored or have not been studied in de-
tail in existing analysis of the reliability of RAID.
In this paper, we especially analyse the reliability of
declustered-parity RAID focusing on UNBEs.

A new analytic model is provided to study the re-
liability of declustered-parity RAID in detail. By
using the model, the optimistic and pessimistic es-
timates of the probability that data loss occurs due
to an UNBE during the reconstruction after a disk
failed (so called DB data loss) are obtained. MTTDL
is calculated by taking into account both DD data
loss and DB data loss. The optimistic and pes-
simistic estimates of the MTTDL are then obtained
according to the optimistic and pessimistic estimates
of DB data loss probability.

On the basis of our numerical analysis, we study
how MTTDL depend on the number of units in a
parity stripe and rebuild time. It is shown that the
MTTDL depends largely on the number of units in
a parity stripe. The MTTDL becomes smaller when
parity stripe size is increased. And such MTTDL is
less sensitive to the rebuild time of the failed disk
than the MTTDL that only takes into account DD
data loss in the traditional calculation.

The model is described in section 2. Reliability
analysis is developed in section 3. The numerical
study is given in section 4, Conclusions come in sec-
tion 5.

2 Model of declustered-parity
RAID

A array of declustered-parity RAID consists of C pri-
mary disks holding data stripe units (or simply data
units) and parity stripe units (or simply parity units)
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(a unit consists of an integral number of sectors). A
parity unit is the XOR of associated bits on G — 1
data units. This parity unit and the G —1 data units
form a parity stripe. These units are called stripe-
mate unit (or simply mate unit) each other. Each
unit in a parity stripe is stored on a different disk
of the array (G < C). RAID-5 can be taken as the
special case that G = C.

When there is no failed disk in a disk array, we say
that the disk array works in normal duration. After
a disk fails, the disk array works in failure duration
till the rebuild of the failed disk is completed.

In normal duration, a read request for a unit en-
tails an actual read of the unit. A write request for a
unit, however, entails four actual accesses : reading
old data from the target unit, reading old parity from
the mate parity unit for computing the new parity,
and writing the new data to the target unit and the
new parity to the mate parity unit.

We assume that the workload is evenly distributed
over across all the disks in the array. The disk array
is accessed by small reads/writes, i.e., one unit for
an access request, which is a characteristics of On-
Line Transaction Processing. User read and write
requests arrive independently with Poisson distribu-
tions. This process is suitable when the number of
sources of request is relatively high. Assume that the
requests are evenly distributed over all data.

When an UNBE is found during a read from some
disk, all the mate units on other disks will be read to
reconstruct the related unit onto a replacement unit
on this disk.

Reading a disk is very unlikely to cause permanent
errors. Most UNBEs are generated because data is
incorrectly written or gradually damaged as the mag-
netic media ages [2]. We focus on the first case to
simplify our model. It is assumed that UNBEs oc-
cur during writes and become evident during reads
and that an UNBE-free unit will have UNBEs with
probability A (a positive constant) after this unit has
been accessed by a write. Factors such as imperfec-
tions on disk surface, weak heads, electronic noise,
difficult data patterns, etc. may cause the UNBEs.
UNBEs are mostly caused when two or more of these
factors have a combined effect [1].

For on-line failure recovery scheme is employed, we
assume that once a disk in the array has failed, the
rebuild process of the failed disk can start soon by
using an on-line spare disk. In failure duration, The
disk array continuously satisfies requests for data
while simultaneously reconstructing the content of
the failed disk and copying them onto the replace-
ment disk. Assume that once the destroyed data

has been successfully reconstructed it can always be
copied correctly onto the replacement disk.

Data loss occurs mainly when another disk fails
in failure duration (so called DD data loss) or an
UNBE is discovered during the data reconstruction
(so called DB data loss). [3] presents an excellent
study of DD data loss. Our study focuses on DB
data loss.

There are many schemes [4][5] that may be em-
ployed to deal with the requests for the data on
the failed disk and to proceed system rebuild pro-
cess. We consider the so-called user-writes algorithm
(which correspondents to the Baseline copy proce-
dure in [5]) with single-thread [4] rebuild process in
our analysis. System rebuild process simply sequen-
tially reads units from the failed disk. Such read
requests results in reading the mate units on the
surviving disks to reconstruct the target units and
then writing them to the spare disk. A user write re-
quest for a unit on the failed disk that has not been
rebuilt on the spare disk will also result in the re-
build of this unit - writing the new data to the spare
disk, reading the mate units on the surviving disks
to reconstruct the new parity and then writing the
new parity to the mate parity unit on the surviving
disk. In this case, all the mate units except the mate
parity unit should be free of UNBEs to successfully
reconstruct the new parity. We call the parity unit
uncared-parity-unit for the rebuild of its mate data
unit on the failed disk (assume that this parity unit
still is checked by read operation before new value is
written to this unit).

3 Reliability analysis

First we give the notation used in the analysis as

follows:

PR, :probability that data loss occurs due to an
UNBE during the reconstruction after a disk
in the array has failed.

MTTFjy;;, : Mean Time To Failure for a single disk.

T,y :rebuild time of the failed disk.

A:probability that an UNBE-free unit will have

UNBESs after the unit has been accessed by a write.
X :rate of user requests to the disk array (units/sec).
C':number of disks in the disk array.
G:number of units in a parity stripe.
Ay :tate of write requests to a disk in the array
(units/sec).

A, trate of read requests to a disk in the array
(units/sec).

F,, :fraction of user requests that are writes.



Ng:number of data units in a disk.
N, :number of parity units in a disk.

Note that we have the following relations:

Mo = Fy#(F), A = (1= Fy)#(£), Fuy = y2uc,
Ng:N,=(G-1):1.

Formulas for calculating the MTTDL of
declustered-parity RAID are as follows. They are
a simple extension of the formulas for RAID-5 in [2]:

_ A/[Tdd * MTdb

MT = ——
MTaq+ MTy

(1)

where
MTTF dzi sk
C(C - 1)T
MTTFy4,;
CxPRg @)

Here, MT is the MTTDL of the RAID that is
calculated by taking into account both DD data loss
and DB data loss. M Ty, is the MTTDL that is cal-
culated by only taking into account DD data loss
(independent disk failures). MTy, is the MTTDL
that is calculated by only taking account of DB data
loss. Both MTTFy,; and Ty are assumed to be
exponential.

In the formulas, C', MTTFy,; and Ty, are sup-
posed to be known. We focus on the effect of UNBEs
on the reliability of declustered-parity RAID. This is

_to calculate the PRy, in (3). ,

Let PR,y = 1 — PRg. PR, is the probability
that no UNBE has been found in rebuilding the failed
disk. Therefore, we have the expression of PR, as
follows, which means the probability that every unit
on the failed disk can be successfully rebuilt without
the trouble of UNBEs.

PRor = li¢(s,us,)PU(%) )
(= PRay = 1 = T;gs,us,)PU(3))

i:index of a unit on the failed disk.

Sj:set of the data units on the failed disk.

Sp :set of the parity units on the failed disk.

PU(i):probability that no UNBE has been discov-
ered by normal user requests in all the mate
units of unit 7 just before they are read for
the rebuild of unit ¢ (so that the disk array
can survive till the rebuild of unit ¢ starts)
and there is no UNBE on the related mate
units when these units are read for the rebuild
(so that the reconstruction for the rebuild of
unit ¢ can be successfully completed).

Rewrite PR, in (4),

PR = PU(S54) % PU(S,) (5)

MTy = (2)

MTy =
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where
PU(S4) = Uies, PU(3), PU(SP) = l;es5, PU(3).

To simplify the analysis, we first assume that all
its mate units on the surviving disks are necessary
for the rebuild of each unit on the failed disk, which
does not take into account the uncared-parity-units’
for the rebuild of some data units on the failed disk.
We will reconsider the uncared-parity-units problem
in section 3.3. With this assumption, we can redefine
PU(3) as :

PU(%) = PUy(7) = PU;(3) (i €5,U8,)

PUp(#) : probability that no UNBEs exist in all the
mate units of unit ¢ at the moment when
the disk fails.

PUy (i) :probability that until all the mate units
of unit ¢ are read for the rebuild, all the writes
to these units in failure duration have not
caused any UNBEs.

We call the UNBEs that exist on the surviving
disks at the moment when the disk fails old UNBEs,
and call the UNBEs that are caused by the writes in
failure duration new UNBEs, So the condition for
a unit on the failed disk to be successfully rebuilt is
that before the rebuild of this unit is completed, all
its mate units should be free of old UNBEs and new
UNBEs.

Rewrite PU(Sy) for data units in (5):

PU(S4) = PUy(Sq) * PU¢(Sq) (6)
where
PUy(Sa) = Wies, PUo(4), PU#(S4) = Tses, PU; (4).
Rewrite PU(S,) for parity units in (5):

PU(Sp) = PUy(Sp) * PU#(S,) (7)
where

PUo(Sp) = HieSpPUO(i); PUf(Sp) = HieSPPUf(i),

3.1 Old UNBEs

To derive the expression of PUj, only 'old UNBEs’
have to be considered. This is to analyse the occur-
rence of UNBEs in the disk array in normal duration.
We have developed the models of Markov chain to
obtain the probabilities that a unit is free of UNBE
in normal duration. Define P50 and PS0Q' as:
PS0:probability that a data unit does not have
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UNBEs in normal duration.
PS0’ :probability that a parity unit does not have
UNBEs in normal duration.
They have been obtained according to the models as:
PS0=1- F,* A4, PS50 =1-A

Therefore, according to the definitions of PUy() and
PUy(S4), we have:

PUy(i) = PS0%~2 % PS0/ (i € 54)
PUy(S4) = (PS0%-2 % PSO")Ne (8)
Similarly, for PUy(3) (i € Sp) and PUp(Sp), we have:
PUy(i) = PS0°~! (i €Sp)
PUy(S,) = (PSS~ %)

3.2 New UNBEs

To derive the expression of PUy, only 'new UNBEs’
have to be considered. This is to analyse the occur-
rence of UNBEs in the disk array in failure duration.
Assume that a unit ¢ on the failed disk is rebuilt at
moment ¢ = ¢; and that the disk fails at moment t=0,
so its mate units will be read for build at almost the
same moment according to the recovery scheme we
have taken into account. The rate of writes to a data
unit in failure duration is the same as in normal du-
ration (the rate is A, /Ng). Before a data unit on the
failed disk is rebuilt, the rate of implicit writes to its
mate parity unit on a surviving disk is (G —2)A, /Ng
since any a write to one of the (G—2) mate data units
(on the surviving disks) of unit ¢ entails a write to
this parity unit.

Data units

For a data unit ¢ on the failed disk, according to the
definition of PUy(%), we have:

PU; (i) = (1 — A)YMPE)

where

Mo, (G

MD(Z):(G—Q)*-A—IJ*M N, ;

= (G - DG 4

MD(3) is the number of writes to the mate units of
unit ¢ in failure duration before these units are read
for the rebuild. Unfortunately, it is difficult if not
impossible to obtain the #; (i € Sg) analytically. We
let the average of #;s (i € Sa) to be T;3/2 and obtain

the estimate of PUs(S4) according to its definition
in (6):
PU;(84) = (1 - AMPS (10)

where
MDS =" MD(i)
i€S5g

= (2(G - z)(lﬁvﬂd))(m/z)zvd.

So far, formula of PU(S4) has been completely de-
rived (according to (6), (8) and (10)).

Parity units

For a parity unit ¢ on the failed disk, according to
the definition of PUj (%), we have:

PU; (i) = (1 — AMPE

where

MP(i) = (G — 1) * (%) “t;

= ((G - 1) /\Fu;)) *ti.

MP(i) is the number of writes to the mate units
of unit ¢ in failure duration before these units are
read for the rebuild. Similarly, we let the average of
t;s (i € Sp) to be T;4/2 and obtain the estimate of
PU;(S,) (according to (7)):

PU,(S,) = (1 - A)MPS (11)

where
MPS=%_ MP(i)
i€8,

= (G = DT/ DN,

Thus formula of PU(S,) has been completely derived
(according to (7), (9) and (11)).

3.3 Pessimistic and optimistic esti-
mates

The Estimate of PU(S;) developed in last section is
actually a Pessimistic Estimate (ie. EP(PU(S3)))
for ’user-writes’ recovery scheme, since UNBEs on
so called uncared-parity-units (when user write re-
quests to the failed disk lead to the rebuild of the
data units on the failed disk) will not affect the re-
construction for the related rebuild. So, we can have
the EP(PU(S3)) as follows :

EP(PU(84)) = EP(PUo(S4))*EP(PU;(Sa4)) (12)



where (according to (6), (8) and (10)),
EP(PUo(Sa)) = (PS0°~2PS0")™

EP(PUs(Sa)) = (1- A)EE-DRNT/2Ns

The the maximum number of of uncared-parity-units
is obtained by assuming that every user write request
arriving at the failed disk in failure duration con-
tributes to the rebuild of the failed disk: Z = Ay *Trp.
Assuming that both old UNBEs and new UNBEs on
as much as Z uncared-parity-units do not cause data
loss, we derive the Optimistic Estimate of PU(S4)
(i.e. EO(PU(Sa)):

EO(PU(S4)) = EO(PUs(S4))*EO(PU;(54)) (13)
where

EO(PUo(Sa)) = (PS0%~2)N4 « pPSoNe=Z

EO(PU(S4)) = (1- A)(z(G-2)(%iﬁ'))(Trb/2)(Na-Z/Q)'

With above results we make the optimistic and
pessimistic estimates of PRay as (according to (4)
and (5)):

EP(PRg) =1—- EP(PU(Sa))* PU(S,)  (14)

EO(PRa) = 1— EO(PU(S4)) + PU(S,)  (19)

Note that EP(PRg) 2 EO(PRg) whereas
EP(PU(S4)) < EO(PU(S4)) (according to (12),
(13), (4) and (5)). The pessimistic estimate of
MTTDL (i.e. EP(MT)) with respect to the pes-
simistic estimate of PRy is obtained by substituting
the PRy in (3) with the EP(PRg) in (14). The op-
timistic estimate of MT'TDL (i.e. EO(MT)) with re-
spect to the optimistic estimate of PRy is obtained
by substituting the PRg in (3) with the EO(PRa)
in (156). Then we have EP(MTy) < EO(MTy) and
EP(MT) < EO(MT) (according to (3) and (1).

4 Numerical results

In this numerical study, major parameters are
taken from [4] which studies the performance of
declustered-parity RAID with a simulation model.
The parameters listed as follows are used unless oth-
erwise specified:

User access rate(X): 105 units/second.

Fraction of write(Fy):50%.

Geometry : 949 cylinders, 14 heads, 48 sectors/tracks.
Unit size: 8 sectors

Sector size: 512 bytes
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Figure 1: Effect of parity stripe size (C=21)

Data volume of a disk(.S):79716 units
(949%14*48/8).

Array size (C):21 disks.

parity stripe size (G):4,5,6,10,14,18,21.

Recovery scheme: user-writes.

Mean Time To Failure for a disk (MTT Fais):

200,000 hours.

Error Probability (A):1/(3 * 109).

Let Ng = ((G-1)/G)* 8, Np = (1/G) = S.
MTTFy;, is given a typical value of 200,000 hours
[2]. Most disks provides the bit error rate of 1 error
per 104 bits read, which is equivalent to 1 error per
9.4% 100 sector read. So we give error probability A
a default value of 8 /(2.4 % 10'°) (a unit consists of 8
sectors). The rebuild times (which correspondent to
‘reconstruction times’ in [4]) are read directly from
the Figure 8-1 in [4].

4.1 Effect of parity stripe size

MTTDLs as functions of parity stripe size G are plot-
ted in Figure 1. The number of disks (C) in the array
is fixed at 21 for all figures. The optimistic estimates
for M Ty, and MT are represented by the solid curves
whereas the pessimistic estimates of them by the dot
curves. The figure shows that the two values of pes-
simistic and optimistic estimates of the MTTDLs are
close to each other. Both M Ty, and MTy, decrease
as G increases. But the main reasons behind the
decreases are different. MTjy is largely affected by
the rebuild time (according to formula (2)). As G
increases, more surviving disk will participate in the
rebuild of the failed disk, which will cause an increase
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Figure 2: Effect of rebuild time (C=21,G=4)

in rebuild time Tyy. As for M Ty, it is largely affected
by the amount of data on the surviving disks involved
in the rebuild of the failed disk. As G increases,
more amount of data on the surviving disks will be
involved in the rebuild of the failed disk, which will
cause an increase in PRg. The figure also shows
that when G is small, DD data loss dominates the
data loss of the RAID. When G is large, DB data loss
dominates the data loss. Based on the above analy-
sis, we can conclude that the MTTDL, M T, depends
largely on the parity stripe size (G).

4.2 Effect of rebuild time

Figure 2 depicts the MTTDLs as the functions of the
rebuild time. G is 4. Only the pessimistic estimates
of MTy and MT are depicted since the optimistic
estimates and pessimistic estimates are close to each
other both for M Ty and MT. Tt can been seen that
with the reduction of rebuild time, there is a lttle
increasement in MTy,. DB data loss may occurs af-
ter a disk fails due to an UNBE that already exists
on the surviving disks when the disk fails (so called
an 'old’ UNBE), or an UNBE that occurs in failure
duration ( so called 'new’ UNBE). So the former case
must dominates in the DB data loss in this situation.
As the result, the MT is much less sensitive to re-
build time than the MTy;. A lot of efforts have been
made in reducing the rebuild time to improve the re-
liability of RAID [4][5]. However, it may not be an
effective way to increase the MTTDL of the RAID
when DB data loss has a relatively big effect on the
reliability.

5 Conclusions

We have presented an analytic model to analyse
the reliability of declustered-parity RAID focusing
on uncorrectable bit errors. We have shown how
MTTDL that is calculated by taking into account
both DD data loss and DB data loss depends on
the parity stripe size and rebuild time by numerical
study. MTTDL depends largely on the parity stripe
size. MTTDL becomes smaller when parity stripe
size is increased. Such MTTDL was less sensitive to
rebuild time than the MTTDL that only takes into
account DD data loss. Efforts have been made in re-
ducing rebuild time to improve the reliability as only
DD data loss is traditionally considered. It may not
be so effective when DB data loss is also taken into
account.
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