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Design of Optimal Boolean Filter and Its Applications to Image Processing
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Abstract

In this paper, the problem of designing optimal
Boolean filter is solved completely. The applications of
the optimal Boolean filter have been successively
extended to noise suppression, document image
enhancement, extraction of text characters Jrom
overlapping text/background image, and ihe edge
detection of noisy image corrupted with impulsive
noise,
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1. Introduction

The performance of nonlinear filter in image
processing has been extensively studied for decades.
However, the design of optimal nonlinear filter has not
been well defined until the problem of optimal stack
filter initialized by Coyle etc. Coyle [1] introduced the
class of stack filters and found the connection between
the stack filter and positive Boolean function. In [2],
Coyle and Lin defined the optimal stack filter under the
mean absolute error criterion and the problem of
designing optimal stack filter was transformed to that of
finding optimal positive Boolean function. Since then
many different approaches have been proposed in the
finding of optimal stack filter [31141{51(6). Most of
them belong to the method of training approach since
the problem of finding optimal stack filter is considered
as a Linear Programming problem. In [1] Coyle also
defined the class of weighted order statistic (WOS)
filters based on positive threshold function. The WOS
filter is a subclass of stack filter and can be represented
by a weight vector and a threshold value. The positive
threshold functions possess the stacking property,
threshold  decomposition  property, and linear

separability. The optimal design and properties of WOS
filter have also been studied by [7] and [8].

An extension of stack filter called Boolean filter
was introduced by Lee[9]. In the paper, the multilevel
representation and several properties of the Boolean
filter have been studied . A significant property about
the Boolean filter is the decomposition of Boolean filter
into a linear combination of stack filters. This property
implies that the Boolean filter can be realized by
parallel stack filters and thus improves the practical
usefulness of Boolean filter.

In this paper, we will concentrate on the design
and applications of Boolean filter. The optimal problem
of Boolean filter is defined under the MAE criterion.
The proposed algorithm can find the optimal Boolean
filter in a very simple way. In our approach, the
statistical measurement between the observed image
and desired image is the dominated computational task.
The MAE of Boolean filter is represented in terms of
the error incurred by the input vectors. In this way, the
optimal Boolean filter can be obtained immediately.
Though, a similar approach has been proposed in a
recent paper [10] in the finding of optimal Boolean
filter. In this paper, we have derived a more precise
equation which represents the MAE of the Boolean
filter in terms of the error incurred by the input vectors.

The rest of this paper is organized as follows. In
section 2, we will briefly review the definition of
Boolean filter and the representation of Boolean
function. In section 3, the problem of optimal Boolean
filter is studied and the relationship of the MAE of a
Boolean filier and the cost function of input vectors is
derived. Section 4 discusses the decomposition of
Boolean filter into a linear combination of stack filters.
The decomposition procedure is illustrated concisely
with the help of Hasse diagram. The applications of
Boolean filter in the area of image processing including
impulsive noise suppression, document image-
enhancement, test exiraction from overlapping
text/background image and edge detection in impulsive
noise environment will be presented in section 5. Real
images are tested to evaluate the performance of the
Boolean filter. Finally, conclusions are given in section

6.
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2. Boolean Filter

The Boolean filter is defined on Boolean function
possessing the threshold decomposition property. Let
BF{.) denote a Boolean filter specified by Boolean
function j{), X be the input gray scale image, T be the
thresholding function, and 7,(X) be the thresholded
binary image of X thresholded at gray level k. The
threshold decomposition property of Boolean filter can
be expressed as:

BF,(X)= me(w

Owing to the threshold decomposition property, the
desmn analysis and realization of Boolean filter can
then be reduced to binary domain.

In our work, the geometrical representation of
Boolean function is adopted. According to the True and

False entries of truth table, the 2’ input vectors of a »-
variable Boolean function can be classified into two
subclasses, one contains the input vectors
corresponding to the True entries of truth table which is
called on-set, another is called off-set which contains
the input vectors corresponding to the False entries of
truth table. The Boolean function can be completely
specified by the on-set [11] and so does the Boolean
filter.

3. Optimal Boolean Filter Under MAE
" Criterion

In this section, the problem of optimal Boolean
filter is revisited and the mean absolute error(MAE) is
adopted as the error criterion in determining the optimal
Boolean filter. The MAE of a Boolean filter can then be
represented in terms of the total error incurred by the
input vectors of the on-set. In consequence, the optimal
Boolean filter can be found immediately.

For a Boolean filter BF, where f is the Boolean
function defining the Boolean algebra of the Boolean
filter, the mean absolute error(MAE) of the Boolean
filter is defined as the mean absolute error between the
desired image Z and the output of Boolean filter with
the observed image X serving as the input.

MAE(BF,) = E[\Z- BF,(X)|] (1)

where Ef-] is the expectation operator.

The optimization problem can be stated as the
finding of a Boolean filter which minimizes Equation
(1). According to the threshold decomposition property,
the MAE of a Boolean filter can be reduced to the sum
of the decision errors made by the Boolean filters on
each level of thresholded binary images. That is,

R hYi M
MAE(S,) = EN Y. T(Z) - 3 A0\ ] = Y ENTu(Z)~ AT(0)]
k=l k=1 k=1

The MAE can be further represented as the
decision errors incurred by the input vectors. Now, let

us define a cost function, cost(x), as the decision error
incurred by j{x) for deciding a / when seeing input
VECtor x.

cosifx) = C(0, x) - C(1, x)

where C(0, x) is estimated by the number of
occurrences of window vector x which appears in the
observed image when the desired output of this vector
is 0, likewise, C(1, x) is estimated by the number of
occurrences of window vector x which appears in the
observed image when the desired output of this vector
is 1. If the window vector x is in the on-set of the
Boolean filter, then C(0, x) represents the total decision
error of the filter made by x. Similarly. if the window
vector x is in the off-set of the Boolean filter, then C(1,

x) represents the total decision error of the filter made
by x. By definition, the MAE of a Boolean filter can be
expressed as:

MAE(BF,) = E{i [2.C0, v+ 2. C, )]}

k=1 xeon(f) xeoffth

M
SEQ[YC0 0+ Y, 0+ Y C, x)— 3. C, D]}
k=1 xeon(fy xeoffth xeon(f xeantf)
M
=E{3 {3 C(l, Y+ 3 [CO0, ) - C(1, Y]} -
k=1 Yx xeon(f)
M
= E{Z [>C(1, x)+ 3 cost(x)]}
k=t Vg xeon(f) (2)

where %C(I’ v is a constant for a constant window
size. Hence, the MAE of a Boolean filter is equal to the
summation of a constant and the total cost of all input
vectors in the on-set of the defining Boolean function. It
is evident, the optimal Boolean filter that minimizes
Equation (2) is specified by the Boolean function whose
on-set is composed of all the negative cost input vectors.
Hence, the optimal Boolean filter can be obtained
immediately after the computation of cost function
based on Equation (2).

4. Decomposition of Boolean Filter

Lee [12] has shown that any Boolean filter can be
expressed as a linear combination of stack filters. In this
section, we will review this property because it is an
important property of Boolean filter and the
decomposition procedure can be illustrated concisely
with the Boolean function being represented by Hasse
diagram [13].

The decomposition procedure developed by Lee
[13] needs to obtain the stacking set and complement set
of a Boolean function. The stacking set and
complement set can be shown explicitly under the
representation of Boolean fuaction by the Hasse
diagram. For example, for a Boolean function

f=x2x, +x,x, +xx,, the corresponding Hasse

diagram can be depicted as shown in Fig.1. The on-set
is {(100), (001), (101), (111)}. The stacking set can be
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obtained immediately by applying the stacking
sonstraint on the on-set which is {(7,0,0), (0.0,1),
(1,1,0), (1,0,1), (0,1,1), (1,1,1)} . The complement set is
the difference between the stacking set and the on-set
which is {(110), (011)}.

Actually, the decomposition procedure is to
decompose the on-set of the Boolean function into a
linear combinations of on-sets of positive Boolean
functions. The detail decomposition procedure for this
example can be shown as follows:

on(f) = {(1,0,0), (0,0,1), (1,0,1), (1,1,1)}
={(1.0,0), (0,0,1), (1,1,0), (1,0,1), (0,1,1), (1,1,1)}
={(0,1,1), (1,1,0), (1,1,1)} + {(1,1,1)}

= (x4 x5) = (6%, +x,x,) +(x,%,%;)

Thanks to the property of decomposition, the
Boolean filter can then be realized in terms of parallel
stack filters. This greatly improves the practical
usefulness of Boolean filter.

(000)
/

Fig.1. The Hasse diagram of the Boolean function
S =x,%, +%,x, + x,x, where the black vertices are the
input vectors in the on-set.

S. Applications and Experimental Results

In this section, we will illustrate the applications
of optimal Boolean filter in image processing, which
include the suppression of image impulsive noise, edge
detection, and document image enhancement.
(1)Suppression of image impulsive noise

The excellent performance of median filter and
stack filter in the suppression of impulsive noise has
been studied extensively. As we know, Boolean filter is
a generalized filter with median filter and stack filter as
special cases. Consequently, it is doubtless that the
optimal Boolean filter will also have good performance
at the suppression of impulsive noise.

In this experiment, the testing image is sampled at
256x256 and its corrupted version is generated by
adding 45% impulse gray scale noise. The window size
of Boolean filter is 3x3. The capability of optimal
Boolean filter in the suppression of impulsive noise can
be demonstrated by Fig. 2, where F igs. 2(a) and 2(c) are
the corrupted images and Figs. 2(b) and 2(d) are the
output images generated by optimal Boolean filters.

(©) {d)

Fig. 2. The performance of optimal Boolean filter in the
suppression of impulsive noise. (a) the corrupted
“Pepper” by adding 45% impulsive noise, MAE =
27435 ; (b) the enhanced image generated by 3x3
optimal Boolean filter, MAE = 7.061; (¢) the corrupted
“Lena” by adding 45% impulsive noise, MAE = 25.668 ;
(b) the enhanced image generated by 3x3 optimal
Boolean filter, MAE = 6.362.
(2) Document image enhancement A

In this subsection, the optimal Boolean filter is
applied to enhance document images. Suppose that we
get a noisy document image corrupted by impulsive
noise during transmission. In this case, the noise cannot
be eliminated by thresholding because the gray level of
noise is the same as the text characters. Experimental
results show that the optimal Boolean filter is efficient
in eliminating the impulsive noise of document image.
Let us compare the performance of optimal Boolean
filter with that of median filter and a heuristic algorithm
which enhances the document image by deleting the
isolated points. Fig. 3(a) is the 256x256 testing noisy
document image corrupted by 10% impulsive noise, Fig.
3(b) is the enhanced image generated by 3x3 median
filter, Fig. 3(c) is the enhanced image by deleting
isolated points and Fig. 3(d) is the enhanced image
generated by 3x3 optimal Boolean filter. The results
show that the optimal Boolean filter is the best one. In
addition, it is interesting to note that the median filter
has very good performance in eliminating the impulsive
noise of gray scaled image. However, it does not work
well for the impulsive noise in document image. The
median filter eliminates not only the noise but also the
text characters as is shown in Fig. 3(b).
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Fig. 3. Comparison of the performance of document
image enhancement between different approaches. (2)
the testing noisy document image corrupted by adding
10% impulsive noise; (b) the enhanced image generated
by 3x3 median filter; {c) the result image by deleting
isolated points; (d) the enhanced image generated by
3%3 optimal Boolean filter.

(3) Text extraction from overlapping
text/background image

Occasionally, texts will be printed over uniformly
distributed graphical background to beautify the layout
of articles or attract the readers. Though it is not
difficult for humans to read these characters, the
extraction of the characters from overlapping
background image is still a prerequisite to facilitate the
process of Optical Character Recognition (OCR).
Morphological approach [14] is effective for this
subject to deal with this kind of problems. However, it
is time consuming. We found optimal Boolean filter is
effective in separating graphic background and text
characters when the background is composed of
uniformly dots as the image shown in Fig. 4(a). The
optimal Boolean filter can extract the text characters
completely as shown in Fig. 4(b).

Comparing to the approach of morphology, the
advantages of the optimal Boolean filter approach are:

1. The design method of optimal Boolean filter is
simpler and the extraction process is faster.

2. The extraction of text characters outperforms the
approach of morphology. Take Fig. 4(a) as an
example, the result generated by morphological
approach contains more noise on the characters
as shown in Fig. 5.

K odak Precision Color
Configure allows you to
select Precision
Transforms for each of
your system devices, store
i [named configurations for

1 leany retrieval, and

| [manage your database of

| [Precision Transforms.

(a) (b)
Fig. 4. The result of optimal Boolean filter in the
extraction of text characters from overlapped
text/background image. (2) a testing document image
with overlapped text/background; (b) the output image
generated by the optimal Boolean filter.
Kodak Precision Calor
Configure allows you to
select Precision
Transforms for each of
vour system devices, store
named confignrations for
easy refrievel, and
manage your database of
Precision Transforms.

Fig. 5. The result of text extraction by morphological
approach for Fig. 4(a).
(4)Edge detection in noisy environment

In designing the optimal Boolean filter, the cost
parameters are computed from the image and its
corrupted version which are used to determine the on-
set of optimal Boolean filter. These statistical
estimations reveal the structural characteristics of the
image and hence can be used to restore the image from
its corrupted version. However, in edge detection
application, the cost parameters are computed from the
original image and its edge version. This kind of
optimal Boolean filter takes the edge image as the
referencing image is called optimal Boolean edge
detection filter. Experimental results show that this
approach is robust to detect the edge in noisy
environment.

The referencing edge image used to find the
optimal Boolean edge detection filter is generated by
the Sobel operator [15]. Fig. 6(b) is the result image
generated by 3x3 optimal Boolean edge detection filter
with the Fig. 6(a) as the input. Note that there still have
noise existing in the image of Fig. 6(b). When carefully
examining these noise, we found that they are impulsive
type noise and can be eliminated by deleting some input
vectors from the optimal Boolean edge detection filter.
Since, in binary image, suppose the gray levels are 1
and 0, then, the impulsive noise will be looked as an
isolated 1 or isolated 0, such as (010) or (101). Whereas
the Boolean filter is specified by the input vectors,
hence, we can eliminate the impulsive noise by deleting
the impulsive type input vectors. For window size of
2x3, the input vectors, (000001001) and (111110110)
are two examples of impulsive type input vectors. The
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optimal Boolean edge detection filter after the deletion
of impulsive type input vectors is called reduced
optimal Boolean edge detection filter.

The result image generated by the reduced
optimal Boolean edge detection filter is shown in Fig.
6(c). Besides, the reduced" optimal Boolean edge
detection filter can also be applied to another noisy
image and obtain an acceptable result as shown in F ig.
7. The trained reduced optimal Boolean edge detection
filter has been obtained from other image and has
similar performance. Hence the training optimal
Boolean filter is also feasible in edge detection
application.

©

Fig. 6. The result of reduced optimal Boolean edge
detection filter in edge detection. (a) the corrupted
“Milk’with 10% impulsive noise; (b) the output
image generated by 3x3 optimal Boolean edge
detection filter with the corrupted “Milk” as the input;
(c) the output image generated by reduced optimal
Boolean edge detection filter,

{c) Gh)

Fig. 7. The result of training optimal Boolean filter in
edge detection. (a) and (b) are the testing images; (c)
and (d) are the corresponding result images generated
by training Boolean filter.

6. Conclusions

In this paper, we discuss the class of Boolean
filter which contains stack filter and WOS filter. Hence,
it is nature that the Boolean filter will own much more
potential in image processing than that of stack filter
and WOS filter. Besides, the Boolean filter can be
realized in a parallel architecture manner, due to the
property of decomposition into a linear combination of
stack filters. This improve the practical usefulness of
Boolean filter. Furthermor, the finding of optimal
Boolean filter is simple.

The good performance of Boolean filter shown in
this paper confirms the potential of Boolean filter in
image processing. One observation from experiments
reveals the fact that the Boolean filter is effective to
suppress the impulsive signal no matter that the
impulsive signal is the noise being suppressed or is the
background  being  removed. Especially, the
experimental result of text characters extraction from
overlapping text/background image reminds us that
Boolean filter may be suitable for the image
segmentation and texture analysis, which becomes our
further work in the study of Boolean filter.
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