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Abstract

In this paper, we will propose an easy way to
implement the gray level Hamming neural network by
using the Complex Programmable Logic Devices
(CPLD). The prototype gray level Hamming neural net
chip is composed of 16X16 (256 neurons) , and can be
expandable. The, learning rules and classifying
Junctions are programmed in a micro ROM. -
Keywords: Gray level Hamming net, Neural network,
Complex Program-mable Logic Devices (CPLD).

1. Introduction

A Hamming net neural network is essentially a
bipolar network[1]. We have extended the bipolar
architecture to the gray level architecture[2,3], and
proved to be a good image classifier[4-6]. However, to
implement a gray level Hamming net by hardware is
rather difficult[7,8]. In this paper, we will discuss the
way of implementing the gray level Hamming neural
network by using the Complex Programmable Logic
Devices (CPLD)[9,10]. Although, the method by using
gate array technology is not a suitable way to fabricate
a neural chip, it is still a simple and easy way for testing
the real hardware functions. Therefore, at this stage, a
better solution for us to choose to verify the gray level
Hamming network functions is the technology of using
CPLD.

Based on the modified learning rule discussed in
[3,5], we will propose a digital circuit that includes the
input interface, the learning circuits, the classifier
circuits and also the output interface to classify image
or associate memorized patterns. The input and output

interfaces should meet the real world requirements, so,
the circuit must provide the function to avoid the
problem of shifted gray level. The basic learning
circuits is composed of 16X16 (256 neurons) , and can
be expandable. The learning rules are programmed in a
micro ROM. The classifier is actually a Max net circuit,
which is also implemented by micro code. This neural
chip can learn or memorize up to 256 images (patterns).
A mapping circuit is added at the output end for having
the ability of either  autoassociation or
heteroassociation. From research point of view, the
work can be seen as a prestudy of the implementation
of neural chip by using VLSI technology.

2. The Learning Rules
Suppose that the system is a G gray levels Hamming net
with N neurons, which stores M exemplars. The i-th

neuron, xlj , is associated with the jth stored pattern, XJ,
and it is with R-gray level, (0< R < G -1). The
interconnection weight, Wwij, in the gray level Hamming
layer can be defined as[3]:
(0<i<N-1,0<jsM-1) (1)

where N is the number of input neurons and M is the

S
Wi =X,

number of stored patterns. X 1J is the i-th element of the
J-th exemplar and Wij is the link weight from input node
i to the Hamming layer output (Max net input) node j.
The weight matrix is the square of the number of
neurons. In our case, N is 256, then the size of the
weight matrix is 64k. Too many weight links is the most
difficult problem of implementing neural chip by
electronic circuit. We have proposed a simple way[53] to
halve the size of the input neurons. Assume that A is a
set of the input pixels of the original gray level image,
then the neighbor pixels in A are partitioned into two
sets, named A, and Ag, which are the sets of the odd

and even pixels of the input pixels, respectively, i.e.,
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A* = a5y al (5)

Before the image is sent to the network for
training or classifying, we do a preprocessing, that is to
calculate the gray level difference between the elements

in Ag and Aé‘ , e,
. ._N
Bk = {bjl-‘ bj—c =abs(a!,cj —aé}), 0<j 57} 6)

where abs( ) is an absolute function of B*, and
k ko k k

oj €A4o.acj € de s and B* is now become the

training pattern which will be used to replace the

a

original pattern Ak. We see that the pixel number of

B* becomes half of 4% . The network size (the size
of weight matrix) and cost are also reducedto a quarter.
While the performance remains the same. Due to a
subtraction operation in Eq. (6), the shified gray level
(DC bias) is automatically removed.

For easy implement by digital hardware, the
interconnection weights of the second layer (Max net)
can be obtained by calculating the matching score. The
matching score at the j-th node can be calculated as

N-1 .
yj= X [G-abs(wy =), 0<jsM-1) (7)
= .
where abs( ) is an absolute function, and G is a constant.
We can further define that G can be equal to the value
of the gray level.

These matching scores are then fed to the Maxnet
to select a node which has the maximum value. We will
show a simple circuit in section 3, which interatively
performs the winner-take-all function. Thus, in our case,
the maximum node is found by iterative comparing
each node in the Max net. Each iterative screens one
node, so, the time complexity to finish winner-take-all

is O(n), which is a linear relation with the stored

patterns.

3. Hardware Implementation

_ The hardware implementation of gray level Hamming

net using CPLD[9,10] can be shown in Fig. 1, in which
the solid line denotes the data flow, and the dot line
represents the control signal. The I/O block is used io
transfer either data or command between host and this

chip. The data are then sent to input buffer, which is
used to store the training set or the test data temporarily.
The training set data or test data can be captured from
the CCD or inputted from host database. We note that
for the same image, the data captured from the CCD
will be varied case by case which is caused due to the
DC bias or shifted gray level caused by the unnorial
distribution of the light. Thus, in order to have a better
image quality, we add a gray level normalization block
right after the input buffer. As we mentioned in section
2, Eq(2)-(6). We add a pixel half logic to quarter the
number of the weight links. The link decision block
according with the learning block are used to construct
the weight matrix of the Hamming layer (W7) and

output mapping layer (W5) which is used for

association. Eq.(1) is the basic operation rule used by
the link decision logic to generate Wy and W».

The command buffer is used to store the command
conducted by the host computer. The commands
include i/o operation; such as transfer input data and
output classified results, and neural function; such as
learning, classifying. The command is then sent to the
control unit to generate suitable control signals for all
blocks.

 This chip is designed including 16x16=256
neurons. If more neurons are needed, then we can send
a command to conduct expand logic to -do chip
expansion. The expansion units are 2, 4, 8,16,... and son
on.

The classifying circuit composed of two parts;
calculate matching score and Max net. Fig. 2 depicts
the hardware logic to perform Eq.(7). The summation in
Eq.(7) is performed under the control of micro codes,
which are already bounded in the classifying circuit.
There are three adders; the upper part is two adders
with n-bit wide which are used to find the Hamming
distance between node j and the input test pattern. The
lower part adder is with 2n-bit wide in which a delay
logic is introduced to calculate the summation shown in
Eq(7). In our case, we have gray level normalization
logic, which sets the gray level to 256, i.e., G=256, so,
n is equal to 8 bits, and 2n is equal to 16 bits .

The Max net is depicted in Fig. 3, in which the
maximum node is found under the control of micro
codes, which are already put in the classifying block.
The matching score of the node j is temporary stored in
a register file with 256 registers each with 2n-bits wide.
1In our case 2n is equal to 16. The sequence generator is
a 8-bit up counter. The micro codes drive control unit
to generate control signal to the sequence generator to
count from 0 to 255 (=0 to 255). For each count, one
matching score of node j is loaded to register A.
Register B is started from a clear signal, then after each
count, B is loaded with the larger one between A and B
from the result of comparator, If A>B, then the index is
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kept in the index register, which is the finally classified
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Fig. 1. The logic block diagram of the gray level Hamming net.
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Fig. 2. The hardware configuration to calculate matching score.
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Fig. 3. The Max net.

A mapping layer is put right after the classified output.
If the command from host is only to make classification,
then the output is the index from the maximum index
register, the classifying task is ended. If either
autoassociation or heteroassoiciation function s
required, then the output mapping logic will perform
this task.

4. Summary

We have presented the the hardware implementation of

the gray level Hamming net neural network by using
CPLD. A digital circuit which includes the input
interface, the learning circuit, the classifier circuit and
also the output interface to report the classified result or
associate the memorized patterns. Even through the
prototype of this CPLD chips is only composed of
16x16 (256 neurons), it can be expanded to meet the
real world application requirements.
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