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In this paper, we present a new method for fuzzy information retrieval based on 
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1. Introduction 

From [17], we can see that fuzzy sets [25] are very useful in information retrieval (IR). 

In [3]-[5], [8], [10], [11], [13], [15]-[20] and [24], they all used the T-operators [6], 

namely T-norms and T-conorms, to deal with the AND and OR operations for fuzzy 

information retrieval, respectively. However, in [9], Kim et al. pointed out that the existing 

T-operators are not well model human�s behavior for document ranking. 

In [9], [12] and [14], Lee et al. pointed out that there are three averaging operators 

(i.e., P-Norm operators [21], Infinite-One operators [23], and Waller-Kraft operators [24]), 

which are suitable for achieving high retrieval effectiveness in information retrieval 

systems. According to [12], the three averaging operators have the following common 

characteristics: (1) The resulting values of the three averaging operators are controlled by 

an associated parameter, respectively. For instance, the resulting values of the P-Norm 

operators are controlled by a parameter p, where 1 ≤ p ≤ ∞; the resulting values of the 

Infinite-One operators are controlled by a parameter γ, where 0 ≤ γ ≤ 1; the resulting 

values of the Waller-Kraft operators are controlled by a parameter γ, where 0 ≤ γ ≤ 1. (2) 

The resulting values of the three averaging operators are always in the range between 

�Min� and �Max�. However, the three averaging operators still have some drawbacks 
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when we use them to deal with fuzzy information retrieval. That is, sometime they will get 

unreasonable retrieval results in fuzzy information retrieval. Thus, it is important to develop 

new averaging operators to overcome the drawbacks of the existing averaging operators for 

fuzzy information retrieval. 

In this paper, we present a new method for fuzzy information retrieval based on 

geometric-mean averaging (GMA) operators. We use some examples to compare the 

proposed GMA operators with the existing averaging operators. We also prove some 

properties of the proposed GMA operators. The proposed GMA operators can deal with 

fuzzy information retrieval in a more flexible and more intelligent manner. 

The rest of this paper is organized as follows. In Section 2, we briefly review the 

definitions of information retrieval based on the conventional fuzzy set model from [9]. 

We also briefly review T-operators [6], [12], three existing averaging operators [21], [23], 

[24], and some analytic results of the T-operators and the averaging operators [9], [12], 

[14]. In Section 3, we point out the drawbacks of the three existing averaging operators 

(i.e., the P-Norm operators, the Infinite-One operators, and the Waller-Kraft operators). In 

Section 4, we present new averaging operators, called the GMA operators, based on the 

geometric mean for handling the AND and OR operations in fuzzy information retrieval. 

We use some examples to compare the proposed GMA operators with the existing 

averaging operators. Furthermore, we also prove some properties of the proposed GMA 

operators. In Section 5, we extend the proposed GMA operators to deal with weighted 

fuzzy queries in fuzzy information retrieval. The conclusions are discussed in Section 6. 

2. Preliminary 

In this section, we briefly review the definitions of information retrieval based on the 

conventional fuzzy set model [10]. We also briefly review T-operators [6], [12], three 

existing averaging operators [21], [23], [24], and some analytic results of the T-operators 

and the averaging operators [9], [12], [14]. 

2.1 Information Retrieval Based on the Conventional Fuzzy Set Model 

In [9], Kim et al. pointed out that an information retrieval system based on the 

conventional fuzzy set model is defined by a quadruple <T, Q, D, F>, where 

(1) T is a set of index terms, T={t1, t2, �, tm}. The index terms are used to represent 

queries and documents.  
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(2) Q is a set of queries. Each query q ∈ Q is a Boolean expression composed of index 

terms tj, where 1 ≤ j ≤ m, and logical operators �AND�, �OR� and �NOT�. 

(3) D is a set of documents, D ={d1, d2, �, dn}. Each document di ∈ D is represented by ((t1, 

ei1), (t2, ei2), �, (tm, ei m)), where eij denote the weight (i.e., the degree of strength) of 

term tj in document di, eij ∈ [0, 1], 1 ≤ i ≤ n, and 1 ≤ j ≤ m. 

(4) F is a retrieval function, 

F: D × Q → [0, 1],                          (1) 

where F(di, q) denotes the degree of satisfaction of document di with respect to the 

query q, F(di, q) ∈ [0, 1], and 1 ≤ i ≤ n. 

2.2 A Review of T-Operators 

The T-operators [6] (i.e., T-norms and T-conorms) are very useful for handling the 

decision-making problems and they usually used the AND and OR operations to deal with 

fuzzy information retrieval [3]-[5], [8], [10], [11], [13], [15]-[20], [24]. In [1] and [7], 

Alsina and Höhle et al. introduced the operators of the T-norms (∧) and the T-conorms (∨) 

of fuzzy sets. Let T be a T-norm and let S be a T-conorm, where T: [0, 1] × [0, 1] → [0, 1] 

and S: [0, 1] × [0, 1] → [0, 1]. In [12], Lee et al. summarized some T-norms and 

T-conorms as shown in Table 1. 

Table 1.  Some T-norms and T-conorms [12] 
T-Norms T-Conorms 

Min(x, y), Logical Product Max(x, y), Logical Sum 
x × y, Algebraic Product x + y � x × y, Algebraic Sum 

xyy
xy
−+x

, Hamacher Product xy
xyy

−
−+

1
2x , Hamacher Sum 

otherwise
xif
yif

y
x

1
1

0
=
=
















 Drastic Product 

otherwise
xif
yif

y
x

0
0

1
=
=

 Drastic Sum 

Max(x + y - 1, 0), Bounded Product Min(x + y, 1), Bounded Sum 

Based on [6], we can see that the T-operators can be used in conventional Boolean 

retrieval systems when the evaluating values eij of index terms tj in documents di are either 

0 or 1, where 1 ≤ i ≤ n and 1 ≤ j ≤ m. 

2.3 A Review of Averaging Operators 

In the following, we briefly review three averaging operators from [21], [23] and [24] 

shown as follows: 
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(1) P-Norm Operators [21]: 
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where 1 ≤ p ≤ ∞ and 1 ≤ i ≤ n. If p = 1, then = )  and they are 

the same as the arithmetic mean. If p = ∞, then formula (2) became 
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(2) Infinite-One Operators [23]: 
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where 0 ≤ γ ≤ 1 and 1 ≤ i ≤ n. If γ = 0, then = )  and they are the 

same as the arithmetic mean. If γ = 1, then formula (6) became the operator of logical 

product, and formula (3) became the operator of logical sum. 

),( ANDqdi ,( ORqdi

(3) Waller-Kraft Operators [24]: 
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where 0 ≤ γ ≤ 0.5 and 1 ≤ i ≤ n, 
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where 0.5 ≤ γ ≤ 1 and 1 ≤ i ≤ n. If γ = 0.5, then = = ),( ANDqdi ,( ORqdi

2
),,,Max(),,,Min( 2121 imiiimii eeeeee LL + . If γ = 0, then formula (8) became the operator of 

logical product. If γ = 1, then formula (9) became the operator of logical sum. 

2.4. Some Analytic Results of the T-Operators and the Averaging Operators  

In [9], Lee et al. defined the following three properties for evaluating the T-operators 

and the averaging operators: 

Definition 2.1 An operator θ is �single operand dependency� if θ (x, y) is either x or y, 

where x ∈ [0, 1] and y ∈ [0, 1], and this type of operator is called the 

�single operand dependency� operator. 

Definition 2.2 An operator θ is �negatively compensatory� if θ (x, y) is less than Min (x, y) 

or greater than Max (x, y) for all x, y ∈ [0, 1], and this type of operator is 

called the �negatively compensatory� operator. 

Definition 2.3 An operator θ is �positively compensatory� if θ (x, y) is greater than Min (x, 

y) and less than Max (x, y) for all x, y ∈ [0, 1], and this type of operator is 

called the �positively compensatory� operator. 

In [9], [12] and [14], Lee et al. pointed out that the operators of logical product (i.e., 

Min(x, y)) and logical sum (i.e., Max(x, y)) shown in Table 1 are inappropriate for handling 

fuzzy information retrieval because these two operators have the �single operand 

dependency� property. In the following, we use two examples to explain why these two 

operators are inappropriate to deal with fuzzy information retrieval. 

Example 2.1: Assume that there are two documents d1 and d2, and assume that there is a 

query q1 shown as follows: 

d1 = {(Information, 0.5), (System, 0.5)}, 

d2 = {(Information, 0.9), (System, 0.4)}, 

q1 = Information AND System. 
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If the operator of logical product is used for the AND operations, then the degrees of 

satisfaction of the documents d1 and d2 with respect to the query q1 can be evaluated and 

are equal to 0.5 (i.e., Min(0.5, 0.5) = 0.5) and 0.4 (i.e., Min(0.9, 0.4) = 0.4), respectively, 

and the system will retrieve the document d1. However, intuitively, the document d2 is 

more suitable than the document d1 with respect to the query q1. 

Example 2.2. Assume that there are two documents d3 and d4, and assume that there are 

two queries q2 and q3 shown as follows: 

d3 = {( t1, 0), ( t2, 0.8), ( t3, 1), �, ( t99, 1), ( t100, 1)}, 

d4 = {( t1, 0), ( t2, 0.1), ( t3, 0.1), �, ( t99, 0.1), ( t100, 1)}, 

q2 = t1 AND t2 AND t3 AND � AND t99 AND t100, 

q3 = t2 OR t100. 

If the operator of logical product is used for the AND operations, then the degrees of 

satisfaction of the documents d3 and d4 with respect to the query q2 are the same (i.e., Min(0, 

0.8, 1, �, 1, 1) = Min(0, 0.1, 0.1, �, 0.1, 1) = 0). However, intuitively, the document d3 is 

more suitable than the document d4 with respect to the query q2. If the operator of logical sum 

is used for the OR operation, the degrees of satisfaction of the documents d3 and d4 with 

respect to the query q3 are the same and are equal to 1, respectively (i.e., Max(0.8, 1) = 

Max(0.1, 1) = 1). However, intuitively, the document d3 is more suitable than the document d4 

with respect to the query q3. 

From [9], [12] and [14], we can see that the remaining T-operators except the 

operators of logical product and logical sum shown in Table 1 are still inappropriate for 

handling fuzzy information retrieval due to the fact that they have the �partially single 

operand dependency� and �negatively compensatory� properties. In [9], Kim et al. 

pointed out that the �partially single operand dependency� operator can avoid the 

problem described in Example 2.1, but it still have the same problem described in 

Example 2.2. The �negatively compensatory� property can cause the problem illustrated 

in the following example. 

Example 2.3. Assume that there is a document d5 and assume that there are two queries q4 

and q5 shown as follows: 

d5 = {(Information, 0.5), (System, 0.5), (Management, 0.5)}, 

q4 = Information AND System, 

q5 = Management. 
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If we use the operator of algebraic product (i.e., x × y) for the AND operations, then the 

degrees of satisfaction of the document d5 with respect to the queries q4 and q5 can be 

evaluated and are equal to 0.25 (i.e., 0.5 × 0.5 = 0.5) and 0.5, respectively. However, it is 

unreasonable that the degree of satisfaction of the document d5 with respect to the query q4 

is less than that of the document d5 with respect to the query q5. 

From the above three examples, we can see that the Min and Max operators suffer from 

the problem of �single operand dependency�. Other T-operators (i.e., �Algebraic product 

and Algebraic sum�, �Hamacher product and Hamacher sum�, �Drastic product and Drastic 

sum�, and �Bounded product and Bounded sum�) shown in Table 1 have the problems of 

not only �partially single operand dependency�, but also �negative compensatory�. 

Because the T-operators have these problems, some averaging operators are proposed to 

overcome these problems [21], [23], [24]. In [9], Kim et al. pointed out that P-Norm 

operators [21] (i.e., formulas (2) and (3)), Infinite-One operators [23] (i.e., formulas (6) and 

(7)), and Waller-Kraft operators [24] (i.e., formulas (8) and (9)) have the �positively 

compensatory� property. From [9], we can see that �positively compensatory� operators are 

neither �partially single operand dependency� nor �negatively compensatory�, they can 

avoid all the problems described previously if the fuzzy information retrieval system using 

the �positively compensatory� operators as the evaluating formulas for the AND and OR 

operations. Thus, in [9], kim et al. pointed out that the three averaging operators (i.e., 

P-Norm operators, Infinite-One operators, and Waller-Kraft operators) are suitable to 

achieve high retrieval effectiveness for fuzzy information retrieval. 

3. Analysis of the Existing Averaging Operators 

From [9], we can see that P-Norm operators [21], Infinite-One operators [23], and 

Waller-Kraft operators [24] are appropriate to deal with the AND and OR operations for 

fuzzy information retrieval respectively. However, according to our research, the three 

averaging operators still have the following drawbacks: 

(1) From [21], we can see that the resulting value of P-Norm operators is controlled by a 

parameter p, and the values of the parameter p is between 1 and ∞. From [23] and 

[24], we can see that the resulting values of the Infinite-One operators and 

Waller-Kraft operators are controlled by a parameter γ, and the values of the 

parameter γ is between 0 and 1. However, it is very subjective and very hard to 

determine an appropriate value of the parameter γ between 0 and 1 and to determine 

7



 

 

the appropriate parameter p between 1 and ∞ for fuzzy information retrieval. 

(2) According to the Infinite-One operators (i.e., formulas (6) and (7)), if γ = 1, then 

formula (6) became the operator of logical product (i.e., Min(x, y)) for the AND 

operations and formula (7) became the operator of logical sum (i.e., Max(x, y)) for the 

OR operations. However, from Section 2, we can see that the operators of logical 

product and logical sum have the �single operand dependency� property, and from 

Example 2.1 and Example 2.2, we can see that the Infinite-One operators are 

inappropriate for fuzzy information retrieval if the parameter γ = 1. In the same way, 

if we use P-Norm operators (i.e., formulas (2) and (3)) to deal with fuzzy information 

retrieval, it will has the same drawback describe above if the parameter p = ∞; if we 

use Waller-Kraft operators (i.e., formulas (8) and (9)) to deal with fuzzy information 

retrieval, it will has the same drawback describe above if the parameter γ = 0 in 

formula (8) and the parameter γ = 1 in formula (9). 

(3) According to Infinite-One operators (i.e., formulas (6) and (7)), if γ = 0, then the two 

operators are the same as the arithmetic mean, and the resulting values of the AND 

and OR operations are the same. That is, the system can not distinguish the degrees of 

satisfaction of the documents with respect to the queries for the AND and OR 

operations. 

Example 3.1. Assume that there is a document d6, and assume that there are two 

queries q6 and q7 shown as follows: 

d6 = {(Information, 0.2), (System, 0.6)}, 

q6 = Information AND System, 

q7 = Information OR System. 

If formula (6) is used for the AND operation and formula (7) is used for the OR 

operation and if γ = 0, then the degrees of satisfaction F(d6, q6) and F(d6, q7) of the 

document d6 with respect to the queries q6 and q7, respectively, can be evaluated as 

follows: 

,4.0
2

6.02.0
)AND,(),( 666

=
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= SystemsnInformatiodFqdF
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In this situation, the system can not distinguish the degrees of satisfaction of the 

document d6 with respect to the queries q6 and q7, respectively. 

In the same way, if we use the P-Norm operators (i.e., formulas (2) and (3)) to 

deal with fuzzy information retrieval, it will have the same drawback if the parameter 

p = 1; if we use the Waller-Kraft operators (i.e., formulas (8) and (9)) to deal with 

fuzzy information retrieval, it will have the same drawback if the parameter γ = 0.5. 

(4) According to the Infinite-One operators (i.e., formulas (6) and (7)), if γ = 0.5, then the 

system can distinguish the degrees of satisfaction of the documents with respect to the 

queries for the AND and OR operations [9]. However, it still has a drawback 

illustrated as follows. 

Example 3.2. Assume that there are two documents d7 and d8, and assume that there 

is a query q8 shown as follows: 

d7 = {(Information, 0.2), (System, 0.7), (Management, 0.9)}, 

d8 = {(Information, 0.3), (System, 0.4), (Management, 0.8)}, 

q8 = Information AND System AND Management. 

If formula (6) is used for the AND operation and if γ = 0.5, then the degrees of 

satisfaction F(d7, q8) and F(d8, q8) of the documents d7 and d8 with respect to the 

query q8, respectively, can be evaluated as follows: 
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In this situation, the system can not distinguish the degrees of satisfaction of the 

document d7 and the document d8 with respect to the query q8, respectively. However, 
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intuitively, the document d7 is more suitable than the document d8 with respect to the 

query q8. 

(5) If we use Waller-Kraft operators (i.e., formulas (8) and (9)) to deal with fuzzy 

information retrieval, the operators have a drawback illustrated in the following example. 

Example 3.3. Assume that there are two documents d9 and d10, and assume that there 

is a query q9 shown as follows: 

d9 = {(Information, 0.1), (System, 0.2), (Management, 0.9)}, 

d10 = {(Information, 0.1), (System, 0.8), (Management, 0.9)}, 

q9 = Information AND System AND Management. 

If formula (8) is used for the AND operations, then the degrees of satisfaction F(d9, 

q9) and F(d10, q9) of the documents d9 and d10 with respect to the query q9 can be 

evaluated as follows: 
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where 0 ≤ γ ≤ 0.5. That is, F(d9, q9) = F(d10, q9). However, intuitively, the document 

d10 is more suitable than the document d9 with respect to the query q9. 

Thus, if we want to use the averaging operators for the AND and OR operations in 

fuzzy information retrieval, it is important to develop new averaging operators to overcome 

the drawbacks of the above three averaging operators. 

4. Fuzzy Information Retrieval Based on the Proposed Geometric-Mean Averaging 

Operators 

In the following, we present the new averaging operators, called the 

Geometric-Mean Averaging (GMA) operators, for fuzzy information retrieval shown as 

follows: 
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where α ∈ {0, 1}, 1 ≤ i ≤ n, 1 ≤ j ≤ m, F(di, qAND) ∈ [0, 1] and F(di, qOR) ∈ [0, 1]. The 

values of F(di, qAND) and F(di, qOR) of the proposed GMA operators are controlled by a 

parameter α, where α is either 0 or 1. If the evaluating values eij of terms tj in documents di 

are either 0 or 1, where 1 ≤ i ≤ 4 and 1 ≤ j ≤ 2, then the example shown in Table 2 

indicates that the proposed GMA operators are compatible with the traditional Boolean 

operators (i.e., Table 2(a)) if the parameter α is 0 and are compatible with the extended 

Boolean operators [21] (i.e., Table 2(b)) if the parameter α is 1. For example, let�s consider 

the document d2 shown in Table 2(a) and formulas (10) and (11). If t1 = 0, t2 = 1 and the 

parameter α = 0, then we can get 
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Furthermore, let�s consider the document d2 shown in Table 2(b) and formulas (10) and 

(11). If t1 = 0, t2 = 1 and the parameter α = 1, then we can get 
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From Table 2(a), we can see that when α = 0, the proposed GMA operators can be used 

in the traditional Boolean information retrieval environment. 
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Table 2.  Applying the Proposed GMA Operators for Information Retrieval 
(a) Parameter α = 0 

Terms  Query  t1 t2  t1 AND t2 t1 OR t2 
Documents d1 0 0  0 0 
Documents d2 0 1  0 1 
Documents d3 1 0  0 1 
Documents d4 1 1  1 1 

(b) Parameter α = 1 

Terms  Query  t1 t2  t1 AND t2 t1 OR t2 
Documents d1 0 0  0 0 
Documents d2 0 1  0.4142 0.5858 
Documents d3 1 0  0.4142 0.5858 
Documents d4 1 1  1 1 

In the following, we analyze the proposed GMA operators in different situations, i.e., 

the parameter α is 0 and the parameter α is 1. 

Situation 1: If the parameter α is 0, then the proposed GMA operators (i.e., formulas (10) 

and (11)) became 
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In this situation, the proposed GMA operators (i.e., formulas (12) and (13)) have the 

�partially single operand dependency� property. From Section 2, we can evaluate that this 

property can overcome the problem of Example 2.1. Furthermore, formulas (12) and (13) 

do not have the �negative compensatory� property. Thus, it can avoid the problem of 

Example 2.3. In the following, we use formula (12) to deal with Example 2.1 and Example 

2.3, respectively. 

(1) If we use formula (12) to deal with Example 2.1, we can evaluate the degree of 

satisfaction of the document d),( 11 qdF 1 with respect to the query q1 shown as follows: 
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In the same way, we can obtain the degree of satisfaction of the document d),( 12 qd 2 

with respect to the query q1, where = 0.6, and the system will retrieve the 

document d

),( 12 qd

2, and it coincides the viewpoint of the human�s intuition. 

(2) If we use formula (12) to deal with Example 2.3, we can evaluate the degree of 

satisfaction of the document d),( 45 qd 5 with respect to the query q4 shown as 

follows: 

[ ]
.5.0

5.05.05.0

)ANDAND,(),(

3
1

545

=
××=

= ManagementSystemnInformatiodFqdF

F

F

 

In the same way, we can evaluate the degree of satisfaction of the document 

d

),( 55 qd

5 with respect to query q5, where = 0.5. In this situation, we can evaluate the 

same degrees of satisfaction of the document d

),( 55 qd

5 with respect to the queries q4 and q5, 

respectively, and it coincides the viewpoint of the human�s intuition. 

Furthermore, the proposed GMA operators can overcome the drawbacks of Example 

3.1, Example 3.3 and Example 3.3. In the following, we use formulas (12) and (13) to deal 

with Example 3.1, Example 3.2 and Example 3.3, respectively. 

(1) If we use formulas (12) and (13) to deal with Example 3.1, we can evaluate the degrees 

of satisfaction of the document d6 with respect to the queries q6 and q7, respectively, 

shown as follows: 
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According to the values of  and , the system can distinguish the 

degrees of satisfaction of the document d

),( 66 qd ),( 76 qd

6 with respect to the queries q6 and q7, 
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respectively. 

(2) If we use formula (12) to deal with Example 3.2, we can evaluate the degree of 

satisfaction of the document d),( 87 qdF 7 with respect to the query q8 shown as 

follows: 
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In the same way, we can evaluate the degree of satisfaction of the document 

d

),( 88 qd

8 with respect to query q8, where = 0.4579. The system will retrieve the 

document d

),( 88 qd

7, and it coincides the viewpoint of the human�s intuition.  

(3) If we use formula (12) to deal with Example 3.3, we can evaluate the degree of 

satisfaction of the document d),( 99 qd 9 with respect to the query q9 shown as 

follows: 
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In the same way, we can evaluate the degree of satisfaction of the document 

d

),( 910 qd

10 with respect to query q9, where = 0.416. The system will retrieve the 

document d

),( 910 qd

10, and it coincides the viewpoint of the human�s intuition. 

From the previously discussions, we can see that when the parameter α is 0, the 

proposed GMA operators are very useful to deal with fuzzy information retrieval. 

However, it still have the same problem of Example 2.2, i.e., the degrees of 

satisfaction and are all evaluated as 0, and the degrees of 

satisfaction and are all evaluated as 1. In this situation, we can use the 

proposed GMA operators and set the parameter α to 1 to overcome this problem. Let us 

consider the following situation. 

),( 23 qd ),( 24 qd

),( 33 qd ),( 34 qd

Situation 2: If the parameter α is 1, then the proposed GMA operators (i.e., formulas (10) 

and (11)) became 
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In this situation, the proposed GMA operators have the �positively compensatory� 

property if the parameter α is 1. In [14], Lee pointed out that the �positively 

compensatory� operators are functions of the form 

p: [0, 1]×[0, 1]→[0, 1]. 

They must satisfy the follow two properties: 

Property 1: p(x, x) = x; i.e., p is idempotent. 

Property 2: Min(x, y) < p(x, y) < Max(x, y), where x ≠ y. 

In the following, we prove the properties of the proposed GMA operators when the 

parameter α is 1. 

Property 1: = x and = x; i.e.,  and 

are idempotent. 
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Thus, we can see that the proposed GMA operators are idempotent when the 

parameter α is 1. 

Property 2: Min(x, y) < < < Max(x, y), where x ≠ y. )AND,( yxd )OR,( yxd

Proof: If x = 0 and y = 1, then we can see that Min(x, y) = 0 and Max(x, y) = 1. If we use 

formulas (14) and (15), we can get 

15



 

 

[ ]
[ ]

,4142.0
1)11()01(

1)1()1()AND,(

2
1

2
1

=
−+×+=

−+×+= yxyxdF

 

[ ]

.5858.0
)2(2

)12()02(2)OR,(

2
1

2
1

=
−=

−×−−=yxdF

 

In the same way, we can evaluate the same results if x = 1 and y = 0 shown as 

follows 
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In summary, we can see that Min(x, y) < < < Max(x, y), 

where x ≠ y. 

)AND,( yxd )OR,( yxd

According to above properties, we can see that the proposed GMA operators have the 

�positively compensatory� property when the parameter α is 1. From [9], [12] and [14], 

we can see that the �positively compensatory� operators do not have either the �single 

operand dependency� property or the �negatively compensatory� property. Therefore, the 

fuzzy information retrieval using �positively compensatory� operators can avoid the 

�single operand dependency� and �negative compensatory� problems of Example 2.1 to 

Example 2.3. In the following, we use formulas (14) and (15) to deal with Example 2.1, 

Example 2.2 and Example 2.3, respectively. 

(1) If we use formula (14) to deal with Example 2.1, we can evaluate the degree of 

satisfaction of the document d),( 11 qd 1 with respect to the query q1 shown as follows: 
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In the same way, we can evaluate the degree of satisfaction of the document 

d

),( 12 qd

2 with respect to the query q1, where = 0.631. The system will retrieve the 

document d

),( 12 qd

2, and it coincides the viewpoint of the human�s intuition. 

(2) If we use formula (14) to deal with Example 2.2, we can evaluate the degree of 

satisfaction of the document d),( 23 qd 3 with respect to the query q2 shown as 

follows: 
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In the same way, we can evaluate the degree of satisfaction of the document 

d

),( 24 qd

4 with respect to the query q2, where = 0.1055. The system will retrieve the 

document d

),( 24 qd

3, and it coincides the viewpoint of the human�s intuition. 

Then, we use formula (15) to evaluate the degree of satisfaction of the 

document d

),( 33 qd

3 with respect to the query q3 shown as follows: 
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In the same way, we can evaluate the degree of satisfaction of the document 

d

),( 34 qd

4 with respect to the query q3, where = 0.6216. The system will retrieve the 

document d

),( 34 qd

3, and it coincides the viewpoint of the human�s intuition. 

(3) If we use formula (12) to deal with Example 2.3, we can evaluate the degree of 

satisfaction of the document d),( 45 qd 5 with respect to the query q4 shown as 

follows: 
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Then, we can evaluate the degree of satisfaction of the document d),( 55 qd 5 with 

respect to query q5, = 0.5. In this situation, we can obtain the same 

evaluating results of the document d

),( 55 qd

5 for the queries q4 and q5, respectively, and it 

coincides the viewpoint of the human�s intuition. 

Furthermore, the proposed GMA operators can overcome the drawbacks of the 

existing averaging operators of Example 3.1, Example 3.2 and Example 3.3. In the 

following, we use formulas (14) and (15) to deal with Example 3.1, Example 3.2 and 

Example 3.3, respectively.  

(1) If we use formulas (14) and (15) to deal with Example 3.1, we can evaluate the degrees 

of satisfaction of the document d6 with respect to the queries q6 and q7 shown as 

follows: 
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According to the values of  and , the system can distinguish the 

degrees of satisfaction of the document d

),( 66 qd ),( 76 qd

6 with respect to the queries q6 and q7, 

respectively. 

(2) If we use formula (14) to deal with Example 3.2, we can evaluate the degree of 

satisfaction of the document d),( 87 qd 7 with respect to the query q8 shown as 

follows: 
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In the same way, we can evaluate the degree of satisfaction of document d),( 88 qd 8 

with respect to query q8, where = 0.4852. The system will retrieve the 

document d

),( 88 qd

7, and it coincides the viewpoint of the human�s intuition.  

(3) If we use formula (14) to deal with Example 3.3, we can evaluate the degree of 

satisfaction of the document d),( 99 qd 9 with respect to the query q9 shown as 

follows: 
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In the same way, we can evaluate the degree of satisfaction of the document 

d

),( 910 qd

10 with respect to query q9, where = 0.5553. The system will retrieve the 

document d

),( 910 qd

10, and it coincides the viewpoint of the human�s intuition. 

5. Weighted Fuzzy Query Based on the Extended Geometric-Mean Averaging 

Operators 

In Section 4, we only considered non-weighted fuzzy queries for fuzzy information 

retrieval. In [14], Lee pointed out that the retrieval effectiveness could be improved by 

assigning importance factors or weights to the terms and clauses in the queries. From [2], 

[14], [21] and [22], we can see that weighted queries are very useful in fuzzy information 

retrieval. Let us consider an example of weighted Boolean query q shown as follows [14]: 

q = (((t1, wq1) OR (t2, wq2)), wq1 OR q2) AND (t3, wq3), 

where wqj denotes the weight of the term tj in the query q, 1 ≤ j ≤ 2, and wq1 OR q2 denotes 

the weight of the clause �(t1, wq1) OR (t2, wq2)� in the query q, where wqj ∈ [0, 1] and wq1 

OR q2 ∈ [0, 1]. 

In the following, we extend the proposed GMA operators of formulas (10) and (11) to 
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formulas shown as follows: 
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where F(di, qAND) ∈ [0, 1], F(di, qOR) ∈ [0, 1] , wqj ∈ [0, 1], α ∈ {0, 1}, 1 ≤ i ≤ n, and 1 ≤ j 

≤ m. The weight wqj of the term tj in the query q in formulas (16) and (17) is a relative 

weight. In [14], Lee pointed out that users submit a query with �relative query weights� 

will be easier than with �absolute query weights�. In the following, we use an example to 

illustrate how to use formulas (16) and (17) to deal with weighted fuzzy queries for fuzzy 

information retrieval. 

Example 5.1. Assume that there is a document d11 and assume that there are two queries 

q10 and q11 shown as follows: 

d11 = {(Information, 0.2), (System, 0.6), (Management, 0.7)}, 

q10 = (Information, 0.7) AND (System, 1), 

q11 = (q10, 0.6) OR (Management, 0.9). 

If we use formula (16) to deal with the AND operation and the parameter α is 1, then the 

degree of satisfaction F(d11, q10) of the document d11 with respect to the query q10 can be 

evaluated as follows: 
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That is, the degree of satisfaction F(d11, q10) of the document d11 with respect to the query 

q10 is 0.4212. In the same way, if we use formula (17) to deal with the OR operation and 

the parameter α is 1, then the degree of satisfaction F(d11, q11) of the document d11 with 

respect to the query q11 can be evaluated as follows: 
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That is, the degree of satisfaction F(d11, q11) of the document d11 with respect to the query 

q11 is 0.5949. 

6. Conclusions 

In this paper, we have presented a new method for fuzzy information retrieval based 

on geometric-mean averaging (GMA) operators. We use some examples to compare the 

proposed GMA operators with the existing averaging operators. We also prove some 

properties of the proposed GMA operators. The proposed GMA operators can deal with 

fuzzy information retrieval in a more flexible and more intelligent manner. 
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