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Abstract

The system introduced in this paper is an applica-
tion of designing intelligent human-computer interface
agents for a mobile robot system. The goal of our in-
telligent interface system and framework is to offer a
different interface which is tailored for each user. By
an intelligent interface, we focus on the features which
can assist the user, learn some habits or actions from
the user and do some jobs which the user takes, and
even fit the user’s preferences. Our multi-agent struc-
ture of the intelligent interface agent consists of ten
small agents cooperating to process the user requests.
We also present some of the intelligent strategies for
constructing our intelligent interface agent.

1 Introduction

Intelligent agents may employ some degree of learn-
ing of adaptation to improve the quality of its assis-
tance over time. They can be put together and do
complex tasks or work alone for simple tasks. Our goal
in this paper is to introduce a multi-agent architecture
for building an intelligent interface system. An IHCI
(Intelligent Human-Computer Interface) can be aided
by an intelligent interface agent, which consists of dif-
ferent small agents. An ordinary user interface has
its basic functions to control its system, but by intro-
ducing intelligent agents, it becomes more functional
in assisting users because its intelligent strategies are
capable of helping users to do their jobs.

The applications for THCI agents include intelli-
gent tutoring systems [1], calendar management sys-
tem [2], mail agent system [3] etc. We have chosen
a robot control system for our application. Many re-
searches in robot control interface concentrate on sta-
bility of control and goal achievement. They neglect
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the control interface is designed for users. We take the
user-centered design into our design structure. This
IHCI has the control stability, goal achievement, and
user-aided functions. We propose a framework and a
method for designing an THCI agent.

From our IHCI agent method and framework, the
agent can offer a different interface which is tailored
for each user. It can turn the passive interface into
a more active interface. Using the techniques of Al
enables the learning ability of interface. By this ap-
proach, the interface becomes not only a communi-
cation media but also an advisor, teacher, director,
and agent. Advantages include increasing the ability
of manipulating by itself, helping users dealing tasks
rapidly and effectively, providing an active interface,
and accepting more variable instructions. These ad-
vantages will conduce to users for operating the inter-
face more handily. The individual agents make them-
selves responsible for their works. Any agent can work
independently and concentrate on its tasks.

In the next section, we also take a look at the pro-
posed intelligent interface agent architecture and rela-
tions with applications. Section 3 proposes the intel-
ligent strategies and agents cooperation, and explains
our work and propose design methods. A sample ap-
plication is given in Section 4. Finally, we suggest our
future works and conclusion.

2 Intelligent Interface Agent

An THCI becomes a complicated system when
adding intelligence and adaptation to it. The appli-
cation cannot expect what the user’s next action or
what degree he understands and familiarizes this sys-
tem. We propose an agent architecture to solve the
complex system designing and adding intelligence and
adaptation in it. Using agents with different ability of-
fers a multi-agent environment to process many prob-
lems and improves the efficiency of performing tasks.
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2.1 Proposed Multi-agent Structure

Our multi-agent structure of intelligent interface
agent consists of Interface supervisory agent, Active
dialog agent, Interaction monitoring agent, Advice
agent, User model agent, Self-Scheduling agent, Error
detection agent, Explanation agent, Instruction pro-
cessing agent and Application control agent. The sys-
tem structure is shown in Fig. 1. The intelligent in-
terface'is designed separately from the application and
the user interacts with the agent which substitutes the
jobs of the communication and control to application
for autonomous takeover by itself.

Communication
with every
agent

Application b
conirol
agent

Figure 1: Intelligent user interface agent architecture

The interface supervisory agent manages all other
agents’ events. Our multi-agent system also uses the
user model for adapting to users. The self-scheduling
agent schedules some tasks which should be needed
for users and executes them automatically. The ac-
tive dialog agent chooses the dialogues representation
for users and deals some dialogues from users inputs.
Interaction monitoring agent gathers all information
when users interact with agents. The advice agent
gives users some hints for any aspect. These agents
work with the user model agent that manages the
user model. The error detection agent observes the
mistakes that users make and corrects it or takes it to
the advice agent. The explanation agent serves users
when they require the help, query some questions or
the advice agent requests for some accurate hints. The
instruction processing agent deals with users’ instruc-
tions or some actions which are associated to appli-
cation. The application control agent deals with ap-
plication, and it is like a gateway to application. It
takes the messages or the commands from instruc-
tion processing agent and notifies the application for
proper actions. Agents communicate with the user
and they have collaboration and communication with
each other. These construct our multi-agent intelli-

gent user interface architecture.

The interface supervisory agent is the chief of all
agents. Users interact with it for their goals, purposes,
and even suspicions. It will take the jobs or tasks and
assign to agents which can take it and complete it.
Agents can also activate the other agents for achieve
some goals or they can request the interface super-
visory agent for some requirement to supplement the
missing information or functions which are the con-
dition of finishing the goal. For example, the error
detection agent can activate the advice agent when
it detects the user’s mistakes. And the advice agent
sends a request to the explanation agent, asking for
proper answer or explanation. The advice agent sends
back data to determinate the better advice according
to the user model agent. The actions between agents
are not only passive but active. The agent can request
others for some events, some suggestions or some infor-
mation. It can decide to accept or reject information
which is from others and find the best way to achieve
the user’s goal. All agents have the ability of learning
and adaptation. Every agent can work according to
the user model which contains user’s information ob-
served from interactions or inferences and also its own
knowledge base. .

Most agents in the system have a learning ability.
The agent can get information from the user and in-
tegrate it to some useful knowledge. Over a period
time, agents will have rich information about dealing
the related tasks or we can say that they have the
experience in processing these jobs. Each agent pro-
vides its information for other agents to use in the
task processing. The collaborative relation builds on
the information sharing agent community. Learning
is an adaptive process for the user. For users, the
adaptive system may reduce the user’s work or their
time because the jobs are taken by the system. It
also makes the user to feel that the system is easy to
use. Manipulating the system is a hard task for some
people who is not familiar with using computer or the
system. The learning or adaptive property increases
the usability of the system, and the conveniences that
it brings are ineffaceable.

2.2 Single Agent Component

The single agent could be thought as a small version
of the whole multi-agent system. It can work inde-
pendently without other’s help or collaboration with
others. We can add an extra agent for extra functions
for the multi-agent community without affecting the
agents’ facilities. In order to make the whole system
concurrent and consistent, our single agent structure
follows some common properties. Their structures and
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behaviors must consort with each other. The proto-
cols between the agents have to be clearly stated.
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Figure 2: Basic component of a single agent

Our basic agent component has these parts: the
communication module and the knowledge-based sys-
tem which includes the inference engine, dialog mod-
ule, explanation module and error detection module.
These modules are the basic items of the single agent
shown in Fig. 2. Every agent may have specific mod-
ules for extra functional requirements besides these
basic modules. The common agent that consists of the
basic modules has the basic abilities of finishing the
tasks that users assign or other agents require. Some
tasks are about the domain knowledge, error detection
inside the agent, explanation for the agent’s domain
and communication with other agents. The knowledge
base contains something about this domain knowl-
edge. By using the inference, the agent can retrieve
and maintain the knowledge base. The communica-
tion module is used to collaborate with other agents
and to send and receive the data or messages. The
protocol of the agent communication is made through
the communication module. The dialog module re-
ceives the messages from the communication module
and processes it. The explanation module explains
the tasks that are inside its own domain when it pro-
cesses. It is also activated by the request of user or
other agents. The error detection module finds out
the errors occurred in this agent and tries to recover
or report to the required agent.

3 Strategies and Agents Cooperation
The intelligent strategies used in our system include

a knowledge base, a user model, and a dynamic assis-
tance. We use a rule base with forward chaining to im-
plement our knowledge base system. The user model
is another topic of our intelligent strategies. Building
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the user model will be helpful for adapting the user
when the user uses the interface [4]. It also reduces
the time for interaction with the user if the user has
used the system before. The user model makes the in-
telligent system easy to manipulate whatever who the
user is. The system will record the information about
users and make the optimal environment for the user
using it.

The system also provides an assistance feature for
becoming more active and friendly that can help the
user to accomplish their works quickly and effectively.
The dynamic actions, advisory functions and auto-
matic scheduling processes enable the system some
intelligent behaviors. We present the methods of de-
signing the intelligent interface agent by the intelli-
gent strategies and researching some problems in the
following sections.

3.1 Active Dialog System and Advisor

We design our strategy according to [5] and make
the the advice and help be adapting to the specific
users. The dialog in intelligent interface agent is ac-
tive, not the same as the traditional passive dialog that
uses the question-and-answered style. It can propose
some question actively or give the user suggestions un-
conditionally. The characteristics of the active dialog
are using some predictions or guesses in the system to
happen the interaction with users. When the user ma-
nipulates the system, it will monitor his actions and
check them. The user will be queried or suggested
when the system detects something strange. The ad-
vice agent plays a role of the advisor who provides the
on-line help and hints to the user who is a novice or
a beginner. The user can accept or reject the agents’
suggestions,

8.1.1 Active interaction )

The agent learns knowledge from the user through
the dialog. Different from the commeon active dialog
system, our active dialog method has the properties of
adaptive, dynamic and non-monotonic. The adaptive
property is that the dialog will be presented differently
for different users. This will depend on the informa-
tion of the user model. The same problem could be
presented by several ways and the adaptive dialog will
find the optimal styles for the specific user. For the
novice or beginner, a problem can be divided into sev-
eral parts in order to make the user understand easily.
But for the advanced user, it may tell him directly
because his ability on this domain is very strong. Ba-
sically, our dialog will not separate the dialog inten-
tionally at the beginning. It must realize (learn) these
characteristics on users and information through a pe-
riod of observational time.
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The dynamic property is that no matter the system
receives information of the user or not, it is not neces-
sary idle when the user stops using system temporar-
ily. The user might be thinking, might have left his
seat, or might stop working and forget to quit the job.
Dynamic (active) learning (dialog) is processing at any
possible time. Thus, the predictions or guesses are im-
portant. We consider these facilities into our machine
learning method. The anticipation and deductive rea-
soning make the system respond more actively. More
learning methods produce more opportunities of in-
formation gathering and knowledge evolution. The
system updates the knowledge base when it observes
the new information.

8.1.2 Advising feature

The advice module gives some hints to the user.
The help function in the common system is on-line
help which is checked by the user manually. The on-
line help usually provides a search environment for
users. It is a convenient electrical book but the user
must know what he wants and how to search. The
improvement to the on-line help is the automatic er-
ror detection. Many intelligent interface systems em-
bed this function [6]. It combines on-line monitor-
ing process to enable the error detection and help ac-
tion. This automatic help is convenient for the novice
that uses the system. Users can directly communicate
with computer using dialog and require the informa-
tion they want. In requiring help information, it is
more convenient than on-line help but if the system
meets a passive user, it cannot do anything.

Our advice module is designed to take responsibil-
ity of a tutor and to assist users using the system. We
take the consideration of the active hints production
function into the advice module that makes system as-
sisting users dynamically. For different kinds of users,
we have different advisory strategies that depend on
the user model. The active hints function provides
passive users a gateway to guide them to use the sys-
tem. If the user is a beginner, he can use the system
by respecting the instructions of the advisor. When-
ever he is using the system or stops to think how to
do something, our advisor gives some suggestions for
next step. For a passive user, active communication
with users is a good method to assist users solving
their problem. The suggestion that is proposed by
the system is another choice to do their tasks. Al-
though the suggestions are not necessary the best way
or the preferable way to solving the problem, the user
can refer to them or consider them as alternatives.

The user can overwrite or deny the suggestion that
is proposed by the system. Too many suggestions may

also disturb the user. The system can control the ac-
tive advice occurrence by the user model but we can-
not say exactly whether the user will like it or not.
The advice can be disabled by the user when the user
needs to think composedly. The system can get in-
formation from the user’s responses and his opinions
that can improve the performance of advice.

3.2 Automatic Scheduling Module

Our intelligent interface agent also plays the role
of a secretary to the user. It offers the scheduling
function for users. The common scheduling system is
manual. The user must manage his schedules by him-
self, and the system will execute them automatically.
Combining the active advice module, the system can
propose some suggestions for users to choose. From
learning users’ preferences, the system will know how
to schedule the tasks that can fit users’ demand. Qur
system is responsible for scheduling and executing the
routines that reduce the user’s load. The system may
give suggestions or offer automatic scheduling.

Scheduling suggestion is similar to the advice mod-
ule that proposes the suggestions for the user to refer.
It suggests various schedules for users to choose. Ac-
cording to some experiences from the users, the sys-
tem can use the knowledge to permute some cases of
scheduling. These cases will be shown to the user and
give him-some references about them. At initializa-
tion, the system does not know what schedule the user
will like. It first assumes some suggestions as hints.
The user can accept or deny it by his opinion.

The fully automatic scheduling is that the user gives
the system full permission to schedule and let the sys-
tem execute whatever it has decided to do. Different
to the scheduling suggestion, it is autonomous ability
in scheduling and executing. Its arranging methods
are the same as the scheduling suggestion, but it has
a confidence rate for arranging tasks that are used
to decide whether the schedule can be executed with-
out permissions. If the confidence rate is not enough
to activate the automatic execution of the schedule,
the system needs to get the permission from the user
to have the privilege of implementing it. Those jobs
of the automatic executing schedule are not run qui-
etly. In order to make the user know that some jobs
are executed by the automatic scheduling module, the
system will tell the user while these jobs are running.
This step is necessary because the user has the high-
est power to do their jobs, so that the user may cancel
them. The automatic executing schedule can be can-
celed by the user before it completed it. The system
also learns from these events that manipulate by users.
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3.3 Agents Cooperation

An agent that receives a job will process it and
require other agents’ assistance when it needs the in-
formation outside its domain. They can call for as-
sistance between the related domain agents. Another
way is that agents communicate through the interface
supervisory agent because the supervisory agent man-
ages the task assignment. The supervisory agent not
only plans the tasks from the user but also balances
the coordination between agents. The supervisory col-
laboration is the main method of agent cooperation in
our structure. It processes the major planning con-
trol and task assignment. The coordinative collabo-
ration is used when an individual agent needs other
agents’ information or assistance while processing the
sub-goals.

3.8.1 Supervisory collaboration

The supervisory collaboration manages the integra-
tive events. It is supervised by the interface supervi-
sory agent. The agent communicates with users di-
rectly and all users’ demands will reach here at first. It
will plan the goal and decide which agents are needed
in finishing tasks. Agents that are assigned by the
supervisor send the report of processing tasks to the
supervisor and the supervisor knows the jobs are fin-
ished or not. All agents besides the interface supervi-
sory agent cannot communicate with the user directly.
The user can only tell his goal to the interface super-
visory agent. It is like a project leader that handles
the events and tasks of the whole agent group. And
it is also a gateway from the user to agents. When an
agent needs other agents’ information, it must send
a request to the interface supervisory agent for asking
other agents’ cooperation. The supervisor will forward
the request to the target agent. After the target agent
completes its work, it replies the message to the su-
pervisor and the supervisor returns the message to the
source agent. The source agent receives the message
and knows its request has completed successfully.

The planning is done by the interface supervisory
agent. The task planing module in the interface su-
pervisory agent processes the requests of users and
agents. This agent contains many types of planning
style and information related to other agents’ domain.
It has the abilities of identifying types of tasks, clas-
sifying and arranging them. We have the functional
classification interpreter inside the agent. It identifies
the incoming tasks from their functional requirements.
The supervisor assigns these tasks to related agents
according to the identification of requirement. If the
user’s intention is not clear, the default assignment
will be the active dialog agent because it can do some
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interactions and the work of the knowledge acquisition
that can realize the user’s intention. The supervisor

‘needs to analyze the information or message from the

user and the agent.

Generally, to identify the task that which agents
should take is not difficulty. The interface supervi-
sory agent utilizes the knowledge and rules stored in
the knowledge base to plan the steps of achieving the
goal and identify which agent should be activated.
The planning table is created by the interface supervi-
sory agent according to the planning interpreter There
are many planning tables in the interface supervisory
agent at the same time. The agent must manage the
execution of these tables. Every event in the planning
table can be set with priorities. It must keep the tasks
executing consistently. Arrangement of the plan is im-
portant that can increase the efficiency of execution.

3.3.2 Coordinative collaboration

The coordinative collaboration is the characteristic
of independence of agents [7, 8]. Every agent can call
the related agents for requests no matter it needs the
information or assistance. Different from the supervi-
sory collaboration, agents can exchange the informa-
tion privately. This can establish the strong link be-
tween agents and exhibits the agents’ abilities. Gener-
ally, the supervisory collaboration processes and plans
the large tasks like the user’s task. The coordinative
collaboration processes the small tasks and require-
ments. The task assigned by the supervisor may need
other agents’ help to accomplish. For example, if the
user issues an erroneous commands, the system can
observe it by the error detection agent. The error de-
tection agent sends a request to the advice agent for
giving advice to tell the user error occurs and how
to correct it. The advice agent receives the message
from the error detection agent and it needs to retrieve
the information of a “how-to” solution from the ex-
planation agent, so it sends a request to require the
information from the explanation agent. Finally, the
advice agent sends the result to the interface supervi-
sory agent and it presents to the user.

3.3.83 Agent communication

The communication between agents has some com-
mon protocol. When one agent wants to transfer infor-
mation to another, the form of data must be agreed by
both sides. Any agent requires or replies some infor-
mation should send a message from its communication
module. The message has the formal structure that is
easy to identify. The communication module decodes
the receiving message and encodes the message that
wants to be sent. Typically, the information flow has
two kinds: sending and receiving. They are similar
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to each other. The difference is the source and desti-
nation are just opposite. If a message transfers from
agent A to agent B, the source agent is A and the des-
tination is B. In contrast, the source agent may be B
and the destination may be A. We define the formal
frame for communication between agent. The frame
is shown in Fig. 3.

Transmission Frame

Destination Source ‘Requirement

Dat
Agent Agent type ata

Figure 3: Transmission frame structure

The transmission frame records the destination
agent, source agent, requirement type and data. The
destination agent records the agent where the mes-
sage is sent to. The source agent records the agent
where the message is from. This tag provides a return
path for the receiving agent when it wants to reply
the execution report. The requirement type has many
different values. They are information, task and re-
port, etc. The information requirement type indicates
that the objective of the transmission frame is requir-
ing or sending information. The data tag contains the
information that wants to be transmitted. The task
requirement type indicates that the objective of the
transmission frame is delegating some tasks to finish.
The data tag records the related data and information
for doing tasks.

4 Sample Application

The intelligent wheelchair control system [9], our
application for IHCI agent framework, consists of
three layers: the control layer, the planning layer, and
the interface layer (Fig. 4). Our system is to make
the interface layer more intelligent and user-friendly
toward the user. The patients using our interface may
have different handicaps. Our agent is designed for
helping those people to go to where they want to go.

Because the three layers are integrated, we also
design the simulation environment to substitute the
other two layers for our experiment. In order to design
our intelligent interface agent, we propose construct-
ing the knowledge base, rule-based inference engine,
and the user model to implement the system. The
user interface uses a graphic (visual) window that is
friendly for users.

The objective of IHCI of our intelligent wheelchair
offers patients a convenient environment and services
such as moving around, reaching a specific location
and assisting the user in controlling the wheelchair.

Intelligent Human-Computer interface i

Figure 4: Intelligent wheelchair control system

Thus, the system must posses the autonomy and ac-
tive property that helps the user to accomplish their
goals. Adaptation, active processing, advice assis-
tance, and automatic scheduling make users to reduce
many hard and complex works while manipulating
the wheelchair. The autonomy property also provides
the heavily handicapped to control the wheelchair by
themselves. The system must posses these abilities
that assist patients:

o Realizing the patient where he wants to go and
send a command to the wheelchair,

¢ Doing automatic scheduling of some tasks for the
patient,

¢ Giving some hints or advice to the patient,

e Observing the patient’s habits and adapting the
patient by them,

¢ Having learning abilities for new expressions and
tasks,

o Dealing emergency condition (i.e. unexpected ac-
cidents)

4.1 System Architecture

The components of the interface architecture are
shown in Fig. 5. The input/output devices we con-
sider are LCD, VR-glasses, VR-glove, and Micro-
phone. However, in the initial test environment, we
adopt the basic computer devices such as a mouse and
a keyboard.

The system completes the user’s request by agents
cooperation. It is designed by multi-thread program
to achieve the independence of agents, efficiency and
autonomy. Although it cannot be accessed by others
directly, many agents still want to refer the user model
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Figure 5: System overview

for their performances. We design the user model

agent that can offer the call for the user model data .

to other agents. This means all agents can share and
use the common user model and reduce the redun-
dancy. The communications among agents depend on
the protocol they agree.

The steps and processes of manipulating intelligent
interface system are described as follows. First, the
user needs to input the identification number (ID) to
login the system. If he is a new user, it will ask some
questions for initialization. After it prepares informa-
tion for the user, the user can operate the interface,
and the system also starts monitoring the operation.
If the user is active, he sends the instruction to the in-
terface and the instruction processing agent will take
it and pass the data to the system. The advice agent
can propose some advice for user to do something if the
user does not know how to start. The self-scheduling
agent arranges plans or schedules according to observ-
ing interactions and the user model. Interaction mon-
itoring agent extracts information about the user’s
characteristics and sends to the user model agent to
maintain the user model. The error detection agent
and the advice agent can cooperate to guide or teach
the user to recover the error in manipulating interface.
The explanation agent gives the answer when the user
asks about the system. The active dialog agent creates
dialogs from interactions. Although the user does not
do anything after login the system, the interface sys-
tem is still running and responding actively. Giving
advice and proposing schedule are executed automat-
ically. A screen dump from our prototype system is
shown in Fig. 6.
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Figure 6: System interface

4.2 System Functions

The operation modes are manual, assistance and
automatic. The manual mode is the primary function
that uses the joystick as the control equipment, and
the intelligent agent will not be active at this mode.
The assistance mode provides the location selection,
speed assignment, directions assignment, and some
other forms of instructions. The patient can use these
instructions to control the wheelchair accurately. For
a heavily handicapped patient, the automatic mode is
an intelligent control mode that can reduce the user’s
instructions. It offers flexible instructions, automatic
scheduling, advice and hints, and some abstraction in-
structions. The system also provides the emergency
handling because some patients are unstable. Some
functions from the assistance mode and the automatic
mode are described below.

Assistance mode By using the simple instruction,
the wheelchair can take the user where he wants to go.
The functions in assistance mode are explained below:

o Clickable map display — The map of the floor
will be shown on a sub-window with the room
numbers and other information for locations. The
user can use the cursor to select where he wants
to go.

o Message sub-window — The message sub-window
is used to display the messages that the system
wants to let the user know.

¢ Dialog sub-window — The window shows dialog
to the user for interactions and accepts input in-
structions by the user. Sometimes it will propose
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some questions to the user to acquire informa-
tion about the user and realize the user’s require-
ments.

e Place selection — The user can select a specific
place where he wants to go by using the cursor to
select places in map, by issuing the place in the
dialog window, or by selecting from the menu.

o Detail operations — If a place is not a certain
location (e.g. 2 meters from the door), the user
can use the map clicking or directly input the
distance that he wants to go (e.g. forward 10
meters). The speed can be also set, and the user
can stop the wheelchair anytime he wants.

¢ Semantic instructions — Semantic instructions
are not formal commands and they can be de-
fined by users or learned from users.

¢ Basic on-line help — The system offers the on-line
help for using system.

Automatic mode The automatic mode is active
mode of the interface control system. In this mode,
the interface agent will depend on the experiences and
knowledge learned previously to make some proposals
and decisions for the user. This mode provides func-
tions as follows:

o Automatic scheduling — The system creates a
schedule according to the characteristics of the
user, which is learned by past experiences. The

manual scheduling can be also made by the user’

to over-write the schedule proposed by the sys-
tem.

¢ Advice proposal — The advice proposal can guide
users to use the system. For ordinary users, it also
has the active help and teaching functions.

e Personal instructions definition — When the sys-
tem receives the new instruction that is never
used before, it will start the interaction and re-
quire more information about the new instruc-
tion. The learning process is on-line.

o Emergency processing — The function has two
settings. One is “call the doctor,” which notifies
the emergency center (when a wireless commu-
nication device is set up). The other one is the
“setting place”, which will make the wheelchair
g0 to the specific places when the emergency oc-
curs.

5 Conclusion

The agent cooperation has an important topic.
When many agents work together, it must work with
each other in harmony. Our structure is mainly a su-
pervisory structure with a simple cooperation func-
tion. By increasing the ability of the interface su-
pervisory agent, we can solve the conflict resolution
problem and other agent cooperation problems. Be-
sides these, our future works include combining some
I/0 devices (e.g. voice input, glove, and touch mon-
itor, etc.) and technologies (mentioned above) into
the intelligent interface agent to make more adaptive,
intelligent, and friendly system.
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