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ABSTRACT!

In this paper, a new media access control (MAC) protocol,
the AP-WDMA (accelerative pre-allocation), is proposed
for the WDMA. Through examples and evaluations, the
AP-WDMA is demonstrated to be able to reduce the delay
through the accelerative mechanism. The degree of delay
reduction depends on the traffic load. Higher degree of
locality will have higher delay reduction. The AP-
WDMA relieves the technology constraints by reducing
the tunability to only one end and the table size to only
n+2 units of memory space, where » is the number of
stations. In addition, it is suitable for wavelength-limited
networks.  Therefore, the proposed AP-WDMA is indeed
a better WDMA protocol.

1. INTRODUCTION

During the past decades, the optical technology has
been widely used in the high-speed long distance
communications and local area networks (LAN's) [1-3].
For general applications, the wavelength division
multiplexing (WDM) [4-11] is the most popular and
efficient technology investigated so far to efficiently utilize
the very high data rate and the vast bandwidth provided by
an optical fiber.

The reservation approach and the pre-allocation
approach are two main media access protocols developed
for this purpose [12-17). The pre-allocation WDMA (P-
WDMA) is simpler and performs better than the
reservation WDMA (R-WDMA) [16,17] under uniform
and high ‘traffic load. The P-WDMA has lower
implementation and operation complexity; in addition, the
R-WDMA has poor performance due to too many
collisions and retransmissions when more stations are
requesting the same data or control channels. Although
several papers were presented to improve the performance
of the R-WDMA [11,18] and overcome the above problem,
they only illustrate the protocol application on specific
WDM  architectures with technical constraints like
tunability and large tables. The P-WDMA is not always
efficient. For example, the time-interieaved pre-
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scheduling is the most popular and well-developed method
for the P-WDMA. With this method, first if the traffic is
not uniform across all source-destination pairs, some
stations and channels may remain idle all the time while
others are waiting for the right time slots and result in great
delays. Second, if the source wants to transmit the data
just after the pre-scheduled time slot that it can
communicate with the destination, it has to wait for the
next pre-scheduled time slot for transmission. In both
cases, we will have the critical drawbacks of lower channel
utilization, lower throughput, and higher delay.

Although several papers have proposed the P-WDMA
protocols with optimal performance [21-22] under the
consideration of tuning time, processing time or
propagation delay, they all assume that the traffic load is
always fixed so that they can schedule well according to
the fixed load information. In the realistic situations, the
traffic load is changeable between uniform and non-
uniform or high and low. Thus a low complexity
protocol is required to adjust itself to the change of traffic
load. In this paper, a novel multi-access phonic protocol,
AP-WDMA is proposed for the WDMA. It provides a
better media access protocol that is based on the P-WDMA
but can eliminate its drawbacks and improve the system
performance with the least cost. The protocol enables the
source station to possibly transmit the data earlier than the
pre-scheduled time slot in the above two cases through the
known transmission information and the additiona] control
channel.  Even if the earlier transmission can not be
achieved, the AP-WDMA still works well as P-WDMA.
Thus, it always retains the P-WDMA advantages and
improves the performance of P-WDMA. Furthermore,
through channel sharing mechanisms, there is no
theoretical upper bound on the number of stations that can
be added given a fixed number of channels.

The rest of paper is organized as follows. In Section 1,
we define the architecture considered in this paper and the
important terms. The novel media access protocol, AP-
WDMA, is proposed in Section III. Section IV depicts
how the traffic load affects the reduction of delay.
Finally, we conclude our study in Section V.

II. PRELIMINARIES

In this section, we will illustrate the foundations for the
AP-WDMA. Subsections A and B give the architecture
definition and the terminology, respectively.
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A. Architecture

In this paper only the basic architecture is discussed for
clarity. The basic architecture is defined as the Fixed
Transmission Tunable Reception Passive Star Architecture
(FTTR-S) which is a single-hop broadcast-and-select
photonic network built over the passive star coupler. A
station is interconnected either with only one or a cluster
of users, where each wser is a set of corresponding
electronic components. If users are connected to a station,
they may be interconnected together with any network
topology but use the same wavelength for communication
at the same time slot with a collision-free protocol.

Meanwhile, let A, represent the control channel which is

used for control and ACK packets and each 1,1 <i< g,

represents a data channel which is used only for data
transmission where A, A,, A, ..., A, are the available
wavelengths in the system. The péssive star coupler
connects n stations in the system. Let g<n to

accommodate the technology constraints in current devices.
Each station is numbered as I, 2, ..., n. Each A; is
assigned to a group of stations as a transmitting home
channel. Therefore, a group of stations is identified as S;
= {k: AMk)=A;} while A; is shared among the stations.
For the transmission function, each station in S; is provided
with two fix-tuned transmitters to avoid frequent tuning.
One is fixed at A, for controlling accelerative transmission
and the other is fixed at its home channel A(i) for data
transmission. For the reception function, each station in
S; is equipped with one fix-tuned and one tunable receivers
to avoid frequent tuning. The fix-tuned receiver is also
fixed at A, to receive the control and ACK messages while
the tunable receiver can be switched between all data
channels from A, to A, for the corresponding data reception.
Fig. 1 depicts an example architecture of the FTTR-S
which contains many users per station. The architecture
at each station is shown in Fig. 2. The F-TX represents
the fixed transmitter, and the F-RX and the T-RX represent
the fixed and the tunable receivers, respectively.

Users
Users
Station Station
Networks
Star
Networks Networks
Station Station
Users

Users

Fig. 1: Example FTTR-S with many users per station.

-283-

1998 International Computer Symposium
Workshop on Computer Networks, Internet, and Muitimedia
December 17-19, 1998, N.C.K.U., Tainan, Taiwan, R.0.C.

L Control ; o
I o PV ! ] F-Rx
Protocolj ‘[

Processing B From star

Data

To users

Fig. 2: The architecture at each station.

B. Terminology

In order to make the concept of the AP-WDMA clearer
and to make the paper more readable, some definitions and
assumptions are described as follows.
® data packet: The packet used on A; , 1 < i< g, to

transmit data as shown in Fig. 3. Only one packet per

data slot through the corresponding A; is transmitted.

® control packet: The packet used on A, to transmit the
control message as shown in Fig. 3. This message is
used to request a possible early transmission for
acceleration or normat pre-allocation transmission.

® ACK packet: The packet used on A, but is to transmit the
ACK message as shown in Fig. 3. It is used to
acknowledge the request by the control packet.
® data slot, Sy The time unit on %;, is defined as the
processing time of transmitting a maximum-size data
packet from the source station to the destination station
as shown in Fig. 3. It includes the operation time for
the destination j to switch its tunable receiver to the
corresponding A; and propagation delay. Besides, each
data packet is assumed to cost the same data slot.

® control (ACK) slot, S¢. The time unit on A, is defined as
the processing time of transmitting the control (4CK)
packet from the source (destination) station to the
destination (source) station, including propagation delay

as shown in Fig. 3
® data (control, ACK) cycle: From the beginning, every n

data (control, ACK) slots are organized as a data

(control, ACK) cycle.
® (ransmission pair, T(iyj): At a data slot, the data

transmission from xeS; to j through A; is performed,

where 1<i<gand 1< j<n. T(y)) is always
initialized by the source station x and determined by /.

® pre-scheduled pair, P(iy,j): At a data slot, the-T(ij) is
pre-scheduled. Each node in S; has opportunity to
transmit its data. [f 3ieSi has data for j, j arbitrates
them, selects one (x) from them, acknowledges its
selection to x, then x transmits; else each ieS; remains

idle on A;.
® carly pair, E(iyj): On Aj, the T(iyj) occurs at a data

slot earlier than the pre-scheduled slot of P(iy,/) in the

pre-scheduled information.
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Fig. 3: Control slot (cycle), ack slot (cycle), and data slot

(cycle), in the definition.

HI. MACPROTOCOL

In this section, a new media access protocol for the AP-
WDMA is proposed. Fig. 4 illustrates the protocol
algorithm which will be detailed in the following three
subsections. Subsection A discusses the operations on
each station i, including the time-interleaved pre-
scheduling.  Subsection B illustrates the control packet
transmission. Then the ACK packet transmission and the
E(A(9);y) confirmation is depicted in Subsection C. An
example is provided in Subsection D.  Finally, Subsection
E discusses the conditions to utilize the AP-WDMA
appropriately.
procedure PROTOCOL;

begin
Initial_condition( );
for every data slot do
begin
{simultaneously operates on each station i,
whose corresponding home channel is A(i)}
if E(A(i);,y) exists then perform E(A(i);y)
else if P(A(i}; ) exists then perform P(A(i); )

else remain idle;
{each source i always has a transmitter fixed
on Ay}
Control_cycle( ),
{each destination j always has a receiver
fixed on Ay
if no control packet in Control_cycle( )
then terminate PROTOCOL
{no more P(i,j) will perform in the next n-1 data slots}
else ACK cycle( ),
{confirm possible E(A()iy), normal arbitrated P(A(i)i )
or idle for each station i at the next data slot}
end
end
Fig. 4. The media access protocol.

A. Operations on Each Station

In the beginning, the protocol performs the procedure
Initial _condition( ) for each station i to restart the channel
utilization from the beginning of the pre-scheduled table.
The configuration of the network, e.g. group information,
is set at this time.  Then for every data slot,

simultaneously on each station /, one of the following cases
will occur. 1) If E(A(i);y) exists, then perform-E(A{i);y)
because no other pre-scheduled P(A(i);)), 1<i<g,
1< j<n, can perform earlier than P(A(i);y) by the
E(A(i)y) construction rules in Subsections Band C. 2) If
E(A(i};y) does not exist, then perform P(A(i);;) when
station i is arbitrated to have the data for station j, or will
remain idle otherwise.

In Table 1, this pre-scheduled information is established
based on the time-channel-station relationship. It
illustrates that, for every data cycle, each A; is used as the
receiving wavelength one by one by each station. And -
the usage of the table is that, for every data cycle, only the
destination j can receive the data from the source S; on A;
at 7= h with j = (i+h-1) mod n. In the equation, j = 0
meansj = n.

Table 1: The pre-scheduled information based on the time-
channel-station relationship.

Channel/T} 1 2 | kel N
A I 2 | N
x 2 3 .. = 1
7 30 4 .. 1 2
N I | #1210,
Ay |@nl @t Dn ... [(n-1+0)y] (n+g)y,
«the id# of the reception station —

(X)=X mod n

For the AP-WDMA, each data packet doesn’t have to
indicate its source address bits and the destination address
because the coordination is done in the control channel.
The address is indicated by the authorized station, which
can transmit and receive on this channel at each data slot in
every data cycle. In addition, a station does not have to
know all the information in the entire table to correctly
execute the protocol. Instead, only the following two
points have to be known by each station. 1) For data
transmission, each source node in §; must know the
corresponding destination id# at each data slot (on A;
actually). S; will store the formula in the memory space
which is used to derive id# identical to the information
appeared in the corresponding row of A; in Table 1.
Therefore, in every data cycle, the id# of the destination j
at T = h is derived from the formula that should be the
same as the element in the A-th member of the
corresponding  row. 2) For data reception, each
destination j must know the corresponding home channel
id# of the source at each data slot. The destination j has
to know these information in the Ar(j) array which is
shown in Table 2 based on the time-Ar(j)-group
relationship.  Therefore, in every data cycle, the home
channel id# of source S; at T = 4 that is appeared in the A-
th member of Ar(j) is derived with the formula of i = (-
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h+{)ymod n. If i= 0, g+1, g+2, ..., n, the corresponding
element is kept empty and the station knows that no pre-
scheduling is in this data slot.

Table 2: The reception information array Ar{;) in each

station.

Ar(yYT1] 2 3 n-1 n

Ar(1) {1|Empty| ... 3 2

Ar(2) 12| 1 |Empty 4 3

Ar(i) 1] i1 i-2 (2 |+ Dy

Ar(n) -2 ]
the id# of the home channel for
the source station

(X); =X mod n
B. Control Packet Transmission

While data are being transmitted, simultaneously on A,
at every data slot, the procedure Control cycle( ) is
performed by each node for the control packet
transmission. It is based on the following two policies.
1) The time-interleaved pre-scheduling is used such that, in
every control cycle, the i-th control slot is only for station /
to transmit the control packet. 2) At the i-th control slot,
whether station / transmits the control -packet or not is
decided by the check-and-send policy. Here, the first rule
is to prevent collisions. This is because there is only one
A, for all stations to transmit the control packets.
Therefore, each data slot is defined to contain one control
and one ACK cycles where every control slot is dedicated
to only one corresponding station with the time-interleaved
scheduling. Meanwhile, the check-and-send policy
decides the behavior of control packet transmission at the
i-th control slot with one of the following three cases: 1) If
station /€S; has no data for any other station after this data
slot, i.e., no other P(i,j) for 1 < j < n will be performed
during the next n-ldata slots, then station / remains idle.
2) If the next possible T(i/) for station i is P(i,j) at the next
data slot, then station / transmits the control packet
containing the id# of station j as the address bits. 3)
Otherwise, an early transmission for acceleration may be
possible at the next data slot. Station / will transmit the
control packet whose address bits indicate the destination
id# of the next possible T(ij). But, each control packet is
without the source address because the i-th control slot
already indicates station / as the source station. In
addition, no other control message except the destination
address is needed in each control packet.

C. ACK Packet Transmission

After the Control_cycle( ), the protocol performs the
following steps to construct the T(A(i);/) which is either
E(A(4);j) or P(A(i);j). 1) Each destination j always has a
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receiver fixed at A, If station j finds no control packet
during this control cycle (actually all stations should have
the same information), it illustrates that there will be no
T(ij) in the next n-1 data slots. No ACK packet is
transmitted by station j (actually no ACK packet is
transmitted by any station).  The protocol can be
terminated at the next data slot and will be restarted under
another system request. 2) Else, the procedure
ACK_ cycle( ) is performed by each station j. In the first
part of ACK cycle( ), the source id# of the possible
T(M(i);,) is decided by the check-and-discard policy and n
corresponding memory spaces. A random number
generator is needed for each receiver in each node to
arbitrate among more than one certified node. All the
received control packets are checked one by one as they
are transmitted in Control_cycle( ). The processing steps
are illustrated as follows. a) For each control packet, the
source id# (represented as f) of the first control packet
destined to each station is stored in the corresponding
memory space. Therefore, » memory spaces are prepared.
b) The source id# (represented as x) of each following
control packet destined to the same station is compared
with £ If x and fhave the same home channel, randomty
select x or . Else if P(A(x)y,) is earlier than P(A(/)£/) in
the next n-1 data slots (Ar(j) can be referenced), then x
replaces f in the memory space. Otherwise, the new
incoming control packet is discarded. c) Therefore, after
one control cycle, each memory space has a source id# -or
nothing. Each one forms a transmission pair and has a
corresponding pre-scheduled time slot.  Sequentially
compare the pre-scheduled time slots which have the same
home channel id# as that of the source id# in the memory
space j and decide the final unique transmission pair.
T(A(4);/) can be either P(A(:);/) or E(A(i);/).

After the above decision has been made, the second part
of ACK cycle( ) is for ACK packet transmission decided
by the following policies. a) The time-interleaved pre-
scheduling is used such that the j-th 4CK slot of each ACK
cycle is pre-scheduled for station j to transmit the ACK
packet. This is also to prevent collisions with a reason
similar to that in Control_cycle(). b) At the j-th ACK slot,
whether station j transmits the ACK packet or not is
decided by the check-and-send policy with the following
steps. 1) If station j has no ACK for any other station
during this ACK cycle, station j remains idle.- ii)
Otherwise, station j transmits the unique ACK packet with
as the destination address bits to confirm T(A()i)).
Hence each source station which has transmitted the
control packet destined to station j in Control cycle( ) need
only look into the j-th ACK slot in the ACK cycle. And
the selected source i will need to perform T(A(i);/) at the
next data slot. In this manner, the processing complexity
is reduced. No more 4CK message including the source
address is needed in each ACK packet because the j-th
ACK slot already indicates station j as the source station.
In addition, while transmitting the 4CK packet, station j
can already tune its tunable receiver to the corresponding
channel A() to save the tuning latency. The data packet
of T(A());/) also needs no address id#. Although in fact
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only g ack slots are used since only g available channels
can make concurrent transmissions, # ack slots are used for
low operation complexity.

D. Example

In order to illustrate the details of the AP-WDMA, an
example is provided in this subsection. This example is
based on an FTTR-S that contains 7 stations, | control and
3 data channels. As illustrated in Table 3, the
transmission behaviors in one data cycle are considered.
Table 3 has four parts: T1, T2, T3 and T4. Each part has
its corresponding meaning.  T1 shows the channel sharing
information: {1,2,3},{4,5} and {6,7} are three groups in
the system and their corresponding home channels are A,,
A, and A, respectively. T2 is the data cycle whose length
is determined by the number of nodes in the system. T3
is the seven control and ACK cycles, whose duty is to
decide the next data slot’s behavior in T4. T4 is the
original pre-allocation table by the AP-WDMA protocol.
How acceleration is achieved is explained next using time
slot 2 in data channel A, and time slot 1 in control channel.
Although this slot is originally pre-allocated to P(/y,2),
where xe{1,2,3}, the real transmission pair is decided by
the previous slot in the control channel. There are four
possible cases: Normal Pre-allocated (NP), Early Fail (EF),
Early Conflict (EC) and Early Successful (ES).

Table 3: The components in the AP-WDMA.

Time [ 1[2[3[4]5 sl 2
§Control ;:T?
123; Al s617l |
45 | a2 s17Tf 74

67 I 73 |[3[a5l671]2

In order to present the example transmission behavior
clearly, Table 4 is used to capture all possible situations in
the AP-WDMA. The first case in the NP is used to
illustrate the arbitration between station 1 and station 3.
A random number generator randomly selects station 1.
This transmission is deemed as P(1,2). The second case
in the NP is used to show how station 2 and station 3
achieve the consistent behavior.  Although station | wants
to make early transmission and station 3 wants to make
pre-allocated transmission, station 2 and station 3 use Ar(2)
and Ar(3) calculated by the formula derived in the
previous Section to know (1,2) is earlier than (1,3) and
come to the same conclusion. In EF case, station 1 wants
to make early transmission to station 3 but station 4 wants
to make the pre-allocated transmission to station 3.
Station 3 use Ar(3) to choose station 4 as its destination,
therefore after ACK cycle station | knows that it gets a
unsuccessful transmission.  In EC case, two early
transmissions are arbitrated by station 5. Station 5 uses

Ar(5) to choose station 4 as its destination, thus station 1

gets a conflict transmission. In fact, whether EF or EC
occurs, the source station doesn’t distinguish them but only
knows that it doesn’t make a successful transmission.
Finally in ES, the first case is used to explain the maximum
number of slots advanced while the second case is used to
show the minimum number of slots advanced.

Table 4: Example transmission behavior of the AP-

WDMA.
Cases [Control packets in slot 1 |Data packet in slot 2

(11.2), (13,2 (11,.2)

NP
(11.3). (13,2) (13,2)
EF (11,3),(24.3) (24,3)
EC (11.5).24.5) (24.3)
(12,1) (12.1)

ES
(11,3) (11,3

E. Why AP-WDMA

Theoretically, Sg is dominated by the following factors:
d, dy, d, dype, and d. Here, d, is the transmitter
processing time, d, the propagation time in the optical fiber,
d, the corresponding idle time for a data packet smaller
than the maximum size, d_g,,, the individual offset time due
to the specific transmission distance between the source
and destination stations, and d, the time needed for the
corresponding receiver tuned to the data channel. In our
protocol, d,+d,+d+d.y,, and d, can be started at the same
time. Meanwhile, S¢ is only dominated by three factors:
Cor Comsen @nd c,, because all packet sizes are the ‘same
(without ¢;) and the corresponding receiver always senses
on A, (without ¢,). Here, ¢, is the propagation time of the
control (or ACK) packet in the optical fiber, c 4, the
individual offset time due to the specific transmission
distance between the source and destination stations, and Cp
the processing delay of the contro! packet. If the data rate
per channel is assumed to be about 1Gbps, then ¢,
=(control packet size)/1 Gbps=8*bits/1Gbps=0.008 us, for
n =100. If the distance between any two stations in the
LAN is nearly 1km, then ¢, =1*10°/2*10%=5 us. With
Comrser << 5 us, then S = 5 us.  However, technically, d, is
dominated by the tuning speed of the tunable wavelength
filter which can only be tuned at a limited speed and in a
limited wavelength range [3]. Generally speaking, the
tuning speed will be slower if the tuning range is wider.
For example, the number of supported channels and the
tuning speed are estimated respectively to be 128 channels
and a few ms for a Mach-Zehnder filter, 100 channels and
10us for an Acousto-optic TE/TM filter, 10 channels and a
few ns for an Electro-optic TE/TM filter, and 2-3 channels
and lns for the DFB filter. Therefore, d =10 us is an
optimistic assumption for a moderate system. Since
Max(d,+d,+d+d,q,..d) is equal to d, for packets with sizes
near 1000bits, Sy is about 10us. In this case, 1 control
cycle + 1 ACK cycle = 2*S.=10us=S,.
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From the above observation, there is enough time for A,
to be used to decide the behavior on each A; at the next Sy
when the behavior on each A; at an Sy is progressing.
Therefore, with the behavior of each P(ij) which can be
known one data slot before the pre-scheduling, the AP-
WDMA is a much better protocol to improve the
performance of the P-WDMA and reduce the complexity
of R-WDMA. In addition, as the WDM technologies and
components continue to be improved, the required
switching time of the receiver may be further reduced.
However, the AP-WDMA can still perform very well if the
scope of the star coupler is selected to satisfy the condition,
2*S.< Sy If this can not be achieved, partitioning the
star coupler is a possible solution.

IV.  EVALUATIONS

This section evaluates the performance of the AP-
WDMA. Subsection A consists of a table of examples.
Subsection B uses the probability analysis to evaluate the
impact of E(A(i);) on delay reduction.

A. Examples

In order to illustrate the details of the AP-WDMA, one
example is provided in this subsection. The example is

based on an FTTR-S which contains 8 stations, 4 data-

channels and | control channel.  As illustrated in Tables 5
and 6, the transmission behaviors in 2 data cycles are
considered. Table 5 depicts the original transmission
behavior by the P-WDMA protocol in Table 1, wherg */”
means “idle” and ; in the A; row means the P(i /) occurs as
pre-scheduled. The actual transmission behavior of AP-
WDMA is exploited in Table 6, where “...” means more¢
E(ij) may be achieved if more P(ij) from the 3 data cycle
are considered. Besides, Table 6 indicates that some E(i,f)
are achieved and some delays are alleviated. For example,
in the 1* data cycle, T(1,4) and T(1,5) occur 2 data slot
earlier, and T(1,6), T(1,7), and T(1,8) occurs 1 data slots
earlier. Furthermore, T(2,1) of the 1* data cycle occurs 6
data slot earlier and that of the 2™ data cycle even occurs
13 data slots earlier. T(3,6), T(3,7), T(3,8), T(3,1) and
T(3,2) in the 1* data cycle show that the AP-WDMA
generates no E(ij) and only maintains the same pre-
scheduled transmission behavior.

Table S: The example transmission behavior of the P-
WDMA.

the 1* data cycle |the 2™ data cycle

C/T |1{2]3|415{6]7{8|1(2{3]|4|5|6|7|8
L R AN AT A A VA A VA VA VA VENAY]
Mo 20070
Ay |3|/15(6]7(81112(3(4{5|6{7|8[1]|2
A, 141/716{7|8]1]2]3|4(5|6|718|1}2

(V8]

Table 6: The example transmission behavior of the AP-
WDMA.

the I* data cycle |the 2" data cycle
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B. Simulation Analysis

To evaluate the effectiveness of the proposed protocol,
the AP-WDMA is implemented with C programming
language on a Sun SPARC 20 workstation. The P-
WDMA was also implemented for the purpose of
comparison. The message arrival rate of each channel / is
a Poisson distribution with a mean ¢; , and the message
length is an exponential distribution with a mean of L
packets. The channel load for channel i can be defined as
CL~c; x L. The network load can be defined as W =

g
ZCLi. Since the phenomena of traffic localities
il

usually happen in present networks, including the
metropolitan area networks, a more general traffic source-
destination distribution is considered here. Assume Pi; is
the probability that stations with home channel A; is
transmitting to station j and it is uniformly distributed
among those source stations. The traffic source-
destination distribution is derived from the following
equality [27]:
0, <
Pi=q a-p' ")

— J>i
n—i—1
(- p)

This equation represents a normalized

distribution where p (0 < p <1) determines the level of
traffic locality.  Although this equation is originally
developed for DQODB, its locality characteristic is enough
to explain the difference between AP-WDMA and P-
WDMA. .

For each simulation run (800,000 slot times), the data is
collected from the 400,000" to the 800,000 slot times.
The average message length is 50 packets (L=50) and all
channels have the same channel load CL ( CL=W/g, i=l,
2, ..., g). Three kinds of network parameters are
considered: The network load (), the degree of locality
level (p) and the number of available channels (¢). The
locality parameter p is considered from 0.0 increases to 1.0
by a step of 0.1. The network average delays obtained by
the AP-WDMA and the P-WDMA are measured and
compared. The other assumptions are listed as follows: 1)
n=40 stations in the network. 2) ¢={8, 16, 32, 40} data
channels on the network. 3) W={8, 16, 32}. 4) p={0.0
(uniform distributed), 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8,
0.9, 1.0 (fully locality)}.

geometric
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Fig. 5: (a), (b): comparison of network throughput and
average delay obtained by the AP-WDMA and P-WDMA
under different network loads. (c): early percentage
obtained by AP-WDMA under different network loads. (d):
delay obtained by AP-WDMA under different number of
channels.

Fig. 5(a) shows the average delay obtained by the AP-
WDMA and P-WDMA under different locality levels when
n=40, c=8, and Q={8, 16, 32}. It illustrates the average
delay ( in terms of slots) of each message which is
measured as the average time interval since a message
arrives at the front of the queue and the transmission of its
last packets. We can find that the average delay of the
AP-WDMA is much better than that of the P-WDMA. As
the source-destination distribution is more uniform (ie.
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p=0), a more number of early collisions will happen and a
less reduction of delay will achieve. In the contrast, for a
higher degree of locality, more early transmission will be
occurred and the delay reduction is more obvious. Fig.
5(b) shows that the AP-WDMA outperforms the P-WDMA
in the lower degree of locality and has the same throughput
with the P-WDMA in the higher degree of locality. This
is because the AP-WDMA efficiently utilizes the data slots
to obtain high network throughput. When the degree of
locality is higher, the number of available transmission pair
is lower such that the throughput enhancement by AP-
WDMA is limited. Fig. 5(c) shows that the percentages
of early transmission in AP-WDMA under different
network loads. We can find that, as the network becomes
more loaded, the percentage of early transmission becomes
higher. No matter what the network load is, the more
degree of locality can increase more early transmission.
Fig. 5(d) illustrates that more data channels can make more
delay reduction.  But the delay reduction is not proportion
to the number of data channels. In other words, we can
say that it is a trade-off between the number of channels
and delay requirement when installing an inexpensive and
high performance lightwave network.

V. CONCLUSIONS

We have proposed a new multiaccess photonic model,
AP-WDMA /early transmission. AP-WDMA is based on
the P-WDMA without its drawbacks and improves the
system performance with the least cost. The technique is
to allow the source station to possibly transmit the data
earlier than the pre-scheduled time slot in the P-WDMA
through the known-ahead transmission information and the
additional control channel. Through the examples and
simulations, it was confirmed that the AP-WDMA did
reduce delays and improve the system performance
significantly in unbalanced traffic load. Even if earlier
transmission can not be achieved, the AP-WDMA will still
work just like a P-WDMA and retain its advantages.
Furthermore, the channel sharing and time interleaving
mechanism in the AP-WDMA can easily support more
nodes than available channels under the condition provided
in Section I1I-C. In addition, the protocol works well
under various traffic loads because it can automatically
reduce delay by the accelerative transmission. Therefore,
the proposed AP-WDMA is a very powerful and practical
media access control protocol.
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