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Abstract

The conventional Hough transform is a tech-
nique for detecting line segments in an im-
age. Conventional Hough Transform trans-
forms image points to lines in the parame-
ter space. If there are collinear image points,
the lines transformed from the points inter-
sect at a point. To find out the intersection
is generally carried out through the “voting
method” which partitions the parameter space
into squared meshes. A problems with the vot-
ing method is to determine the resolution re-
quired for partitioning the parameter space.
In this paper, we present a solution to this
problem. We propose to transform an image
point to a belt. We show that a very good
approximation for the width of the belt can
be derived. An algorithm for detecting line
segments based on the transformation is de-
signed. This algorithm takes O(nlogn) time
where 7 is the number of image points. Since a
tight enough bound is available, the proposed
algorithm can be applied to detect k line seg-
ments in an image where &k is not known in
advance. Experiments show that the proposed
algorithm is very robust in almost every case.

1 Introduction

The Hough Transform (HT) is a technique
in Pattern Recognition which has been ap-
plied to identify shapes of vary kinds in an
imagel[l, 2, 3, 4, 5. The basic idea of HT trans-
forms points in the image space to geometric
objects in another parameier space. The shape
in the image space is then identified by find-
ing the common intersection of many geomet-

ric objects in the parameter space.

The conventional Hough Transform for
identifying line segment in an image is gen-
erally carried out though the following proce-
dures. An image is preprocessed by thresh-
olding, edge detection, or thinning in order to
produce a binary image which could possibly
contain line pattern of 1-pixel width. Each
image point (i, §) is then transformed to a line
y—1iz— j = 0 in the parameter space. If there
is a set, 5, of collinear image points, the set of
lines transformed from S have common inter-
section.

By applying this transformation, a line hav-
ing slope close to oo (a vertical line) is diffi-
cult to detect since the set of points on a ver-
tical line are transformed to a set of parallel
lines. This case is known as the degenerate
case which can be eliminated by applying an-
other transformation.

A line in the zy-plane can also be specified
by another two parameters, 8, the orientation
of the line and p, the distance between the line
to the origin of the zy-plane. A point in the
zy-plane can be transformed to a sinusoidal
curve in (6, p)-parameter space by the map-
ping

p = z cos(8) + ysin(h).

Still, the set of curves intersect at a point if
they are transformed from a set of collinear
points. This transformation eliminates the de-
generate case stated previously but it is less
efficient because the need of computing the
trigonometry functions. One way to improve
the efficiency is to use a lookup table.
Regardless the kinds of transformation ap-
plied, implementation of Hough Transform
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needs to calculate the intersection of many
geometric objects. A typical approach is a
discrete approach called “voting”. The pa-
rameter space is first partitioned into squared
meshes with a “proper resolution”. Each
square holds a counter which counts the num-
ber of lines passing through it. The square
having the largest vote is the intersection
point. A problem with this approach is to
determine the “proper resolution”. Underes-
timate the resolution reduces accuracy. High
resolution increases the accuracy but sacrifices
both the time and space efficiency. The real
problem is that we do not know the required
resolution. Another problem is that the com-
putation time required by the “voting” ap-
proach does not totally depend on the num-
ber of image points. It also depends on the
resolution.

Some methods have been proposed to solve
the resolution issue. These methods were de-
signed based on the observation that “high
resolution is required only at the place where
there are many intersection points”. Dynamic
tree structures, which always maintained a
small amount of nodes, was designed to keep
track such hot spot regions[6]. Another strat-
egy was to iteratively focus at the place having
many intersection points from coarse to fine
resolution(7].

In this paper, we study the resolution is-
sue and propose a line segment detection al-
gorithm. The proposed algorithm is based on
a fact that a line segment in an image has
width. When we say that there is a set of
points collinear to L, we actually mean that
each point in the set has distance less than ¢ to
L. Since these points are not on a mathemati-
cal line, the transformation of the points does
not intersect at a point. Thus, we propose to
transforms a point to a belt. We show that the
width of the belt is a function of the width of
the line segment in an image. To find out the
common intersection of many lines becomes to
determine the intersection of many belts. This
can be solved in O(nlogn) time where n is the
number of image points. Since we can give a
good approximation for the width of the belt,
the proposed algorithm can be extended to de-
tect k line segments where &k is not known in
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advance.

In the next section, we describe the trans-
formation that we shall use in this paper. The
details of the proposed algorithm will be pre-
sented in Section 3. Section 4 contains the
experimental results. The conclusion is in Sec-
tion 5.

2 Hough Transform and Geo-
metric Duality '

Hough Transform is known as “Geomet-
ric Duality” in the area of Computational
Geometry[8]. There are several dual trans-
forms between geometric objects studied
in Computational Geometry. A general
paradigm is to transform an 1-flat (a point) to
a (k—1)-flat and vise versa in a k-dimensional
space. The 1-flat and the (k —1)-flat are duals
to each other. For examples, point and line
(point and plane) are duals to each other in
2-D (3-D) space.

One of such transformations transforms a
point (a,b) to a line az + by = 1 and vise
versa in an zy-plane. This dual relationship
is a transformation between a point and a line
through a unit circle centered at O = (0,0).
Consider a point p and its dual D(p) as shown
in Figure 1. D(p) is a line perpendicular
to O,p and d(0,D(p)) = 1/(d(O,p)) where
d(P;, P,) is the distance between two geomet-
ric objects P; and Ps.

This dual transformation has the following
properties.

1. D(D(P)) = P, P is either a point or a
line.

2. Let p and g be two points. The dual of
the intersection of D(p) and D(q) is the
line 7,3.

3. The duals of all the points on the line 7,§
pass through D(p,q).

There are also degenerate cases in this trans-
formation. The origin of the unit circle, O,
does not have a line as its dual. Lines pass-
ing through the origin of the unit circle do not
have duals either.

In this paper, we modify the dual transfor-
mation so that a point, p, is transformed to a
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Dq)

D(p)

Figure 1: p is transformed to D(p) through
a unit circle centered O. d(O,p) = d and
d(O,D(p)) = 1/d. Duals of all the points on
P, intersect at D(P,q).

belt. In order to distinguish the dual in the
original transformation (a line) and the dual
‘in the modified transformation (a belt), we use
D(p) to denote the line and D’(p) to denoted
the belt. D’'(p) can be specified by a pair of
parallel lines which are on the both sides of

D(p).

3 The Proposed Algorithm

In this section, we show that the width of the
transformed belt is a function of the width of
a line segment in an image. The equations for
the parallel lines representing the belt will be
derived from the width of the belt. The algo-
rithm for detecting line segments in an images
will also be presented in this section.

3.1 The Width of the Line Segment
and the Width of the Belt

Suppose that a point p is on line L if d(p, L) <
€, i.e., the width of a line segment is 2¢. Let the
width of the belt D'(p) be 28. The following
Theorem gives the relationship between € and

Figure 2: Since p is not on L and d(p, L) =,
the dual of p does not pass through D(L) but
é away from D(L).
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Theorem Suppose that a point p is on a line
segment L if d(p,L) < €. A point on L is
transformed to a belt with width 25. Then we
have ¢

where d; and d; are d(L,0) and d(p,O) re-
spectively.

Proof We assume that p and O are on the dif-
ferent sides of L as shown in Figure 2. Let ¢
be the intersection between O,p and L. Since
7,7 is parallel to O, s, we have

e _ d(pq)
& " h-dpa) @

Since p is not on L, D(p) does not pass through
D(L). Let d(D(p), D(L)) = . We have

e UG
From Equation (2), we have
edz — ed(p, g) = did(p, q),
and thus o) = Ed2
& dy+¢€

From Equation (3),

1 1
d—d(p,q) ds
1 1
dy— 2 d,

d;

dy + ¢
dod;  dady
€

d =

dad;”
If p and O are on the same side of L, Equa-
tions (2) and (3) become

e  dpqg)

di  dy+d(p,q)

and ~ —1_ 1 -
B dp ds + —6'42-
We still have
§=-S_.
2d)
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3.2 Equations for D'(p)

From the above theorem, if the width of a
line segment is 2¢, the width of a belt will be
be 26/(d2d1). IfD(p) is az + by = l, D’(p)
are parallel lines on both sides of D(p) and
¢/(d2dy) away from D(p). Let

az+by = C'
az+by = C"

be these two lines. We now show that C' =
1+¢/dy and C" =1~¢/d;.

Consider a point p = (a, b) and its dual D(p)
=az+by = 1. (0,1/b) is a point on D(p)
and both N’ = (a,b) and N” = (—~a,—b) are
normal vectors for D(p). The normalized N’
and N” are

, a b

=(\/a2+b2’ Va2 + b2

and

)

and
N = (- - )
VaZ+ b2 Va2 +52"
D'(p) are parallel lines which must respec-
tively pass through the two points N’¢ +
(0,1/b) and N"& + (0,1/b). These two points
are

N'§ + (0, E) =
( eb
d1d2va2 + b2 d1d2v02 + b
NG +(0,7) =
e _ eb + l)
dldgva2+b2’ dldg\/ai + b2 b”
The pair of parallel lines of D’(p) must respec-

tively pass through these two points. We then
have

+)and

af €a )+ b( eb + )
d1d2\/¢12+b2 didyva? + b2
=C' and
a(c—2 gy pp-—L L
didava? + b2 didava? + b? b
=C".
Since do = Va2 +b?, C' and C” are respec-
tively
C' = 1+~ and (4)
d
c' = 1-=.
a (5)
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3.3 The Algorithm

From Equations (4) and (5), C' and C" depend
on dj and e. To get an accurate estimation for
€ is not a straightforward task. A much more
difficult problem is to determine d; since we
do not know where the line is. Fortunately,
the proposed algorithm works very well with
rough but reasonable estimation for € and d;.
We now derive an estimation for d;. We
first restrict our discussion to detect a line seg-
ment in an image with negative slope. Sup-
pose that the size of an image is W by H. If
we centered the umit circle at (0,0), then d;
is ranged from 0 to VW? + H?. That means
1/d; ranged over 1/VW?2 + H? to co. In this
case, an estimation for d; could cause signifi-
cant error. Let T = max(H, W). If we trans-
late all the image points (3, j) to (i +cT, j+cT)
where ¢ is a positive constant. Then for any
line with negative slope, we have ¢TI’ < d; <
VT ¥WEF (T +H?ZLV2(c+ )T, or

1 1 1
— <<,
V2(c+1)T ~—dy ~ T

Let .
R= .
V2(c+1)

If the estimation for d; is v2(c + 1)T. Since
the actual distance is ranged over cT to v2(c+
1)T. In the worst case, we could overestimate
d, for at most (1/R) times the actual distance.
Note that 1/R approaches v/2 as c increasing.
When ¢ is 9, 1/R is very close to V2, and
double precision variable in any programming
language can provide sufficient numerical pre-
cision for calculating 1/(v/2(c+1)T). Since we
could overestimate di, we are allowed to over-
estimate e. According to the experiments, the
proposed algorithm is not sensitive to e. We
can give a rough estimation for ¢ which is al-
lowed several pixels greater than the actual e.
To detect a line segment having positive slope,
we center the unit circle at (0, H) and let an
image point (3,7) to be (i + ¢T, —j — cT).

We now present the line segment detection
algorithm. Let S be a set of image points. As-
sume that the slope of a line segment is nega-
tive. The following pseudo code detects a line
segment containing points in S.

1. Let the center of the unit circle be (0,0).

2. Translate each image point (i,7) to (i +
cT,j +cT).

3. Randomly choose m points from the im-
age points.

4. For each chosen point p;, i = 1,...,m, we
do the following

(a) Transform p; to D(p;).

(b) Transform all the other points ¢ to
D'(q)-

(c) Find the interval on D(p;) inter-
sected by the largest number of
D'(g). The clique number is piave

and the mid-point of the interval is

pgenter

genter

5. Let P be the pf®™®’ whose associated
pS9® ig the largest among the m points.

6. D(P) is the line containing the line seg-
ment in the image.

7. All the image points have distance less
than € to D(P) are the points on the line
segment.

Step 4c in the above pseudo code is carried out
through the following procedure.

1. Find the intersections between D(p;) and
the pair of lines of D'(q) for all q.

2. Sort the intersection points along D(p;).

3. Each interval on D(p;) between a pair of
consecutive intersection points is associ-
ated with a counter. We scan the inter-
section points from left to right. If a point
is intersected by a left-line of D'(g), the
counter associated with the interval to the
right of the point is increased by one. The
counter is decreased by one if the point is
on the right-line of D’(g).

4. The largest number among all the coun-
clique

ters is p;
Since we do not know the slope of the line
segment in an image. We actually execute the
algorithm stated above twice. The first itera-
tion is as shown in the above. In the second
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iteration, we set the center of the unit circle
to (0, H) and transform each image point to
(i+cT, —j—cT). Finally, we select P = p{*™*’®
where pChque is the largest obtained from the
two iterations.

In order to detect k line segments in an im-
age where k is not known in advance. We
apply the algorithm stated above iteratively.
Each time we detect a line segment and remove
the image points on the line segment. The
algorithm iterates until there are only sparse
points left in the image.

4 Experimental Results

Experiment has been done on many data sets.
Each image is preprocessed by using a Sobel
filter followed by thresholding for boundary
detection.

Figure 3 shows a set of street-map like im-
age. The streets are perfect straight lines. Es-
timation for the width of the line segments was
3.0. The proposed algorithm could detect the
line segments well even when there are lines
having similar equations in this test data.

In Figure 4, the image contains line seg-
ments which are the boundaries of different
width lines. There are many parallel lines in
the image. When € was set to 2, these parallel
lines could be accurately identified.

Figure 5 shows a set of free hand drawing
line segments. Since the line segments were
not perfect straight lines, the estimation for
the width of the line segments was set to 6.

Image in Figure 6, was obtained by photo
copying matches. The estimation for the
width of the matches was 4.0. In this ex-
periment, some matches were fail to be de-
tected since there were too few image points
on these matches after the boundary detection
step. The proposed algorithm regarded those
line segments as noise.

Image in Figure 7 contains a circle and some
line segments. The proposed algorithm could
easily identify the line segments. A very inter-
ested result is that the algorithm finds eight
tangent lines around the circle so that a poly-
gon with eight side can well approximate the
circle.

‘According to the experiment, the proposed

algorithm is very roboust. It is not very sensi-
tive with the estimation for epsilon and delta.
The computing time depends on the number
of points processed and the line segments de-
tected.

e set a high threshold (80 out of 255) after
Sobel filter for

5 Conclusion and Discussion

In this paper, we solve the problem with the
resolution issue for the conventional Hough
Transform. We show that it is not necessary
to use a discrete approach (the voting method)
for computing the intersection of many lines in
the parameter space.

In the step 4 of the algorithm, we randomly
selected m points from the image points. If
the selected point is close to the center of a
line the clique number p°i%¥¢ obtained tends
to be larger than the others. More points se-
lected means we have better chance to find a
point close to the center of the line. In our ex-
periment, m=15 worked very well for all the
test cases. In many cases, m=10 worked fine.
All the results shown in this paper were ob-
tained when m=10. '

According to the experiments, the proposed
algorithm is very robust. For example, the
parameter m stated above and the threshold
for eliminating sparse points are not sensitive
to the computation results. Actually, the only
important- parameter is . And we only need
a reasonable estimation for e that can always
achieve good results.
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Figure 3: This data set consists of a street-
map like straight lines. € was 3.

Figure 6: An image obtained by Xerox copying
some matches. € was 6.

Figure 4: These set of lines are the boundaries
of lines width different width. € was 2.0.

Figure 7: An image consists of line some line
segments and a circle. € was 5.

Figure 5: A set of free hand drawing lines. «
was 9.0.
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