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Abstract

The form of abbreviation is commonly used in
the Chinese text. For instance, we often transform
“LEBE AT into) S4B A This kind of
transformatlon is timesaving and convenient.
However, this merit also brings some challenges in
Chinese text processing. In keyword-based
information retrieval system, using the abbreviated
form and the original form as search entry
respectively, usually return different results even
though both carry the same meaning. In addition, the
influences of abbreviation on Chinese word
segmentation, automatic documents clustering and
weight of terms are obvious.

To solve the semantic ambiguity problem in
Chinese text processing, we propose an approach to
bridge these two forms and construct an abbreviation
list automatically without consulting any dictionary.

Two major tasks are included in our
experiments— finding the best candidate of original
forms or abbreviations, and recognizing potential
abbreviations and original forms in documents.
Besides, there are two kinds of procedures including
detecting abbreviation of original forms, and
executing expansion of abbreviation. Considering
feature selection, it is suggested to combine both
nouns and POS rather than only process either of
them respectively.

Our study shows that the performance of
precision with documents from single news category,
especially the category of finance, is the best. Thus,
our method may be suitable for corpus with static
types of words. It is worth further exploring that if
the performance could be improved if noise
information is removed from contextual information.

Keyword: Chinese abbreviation, Longest Common
Subsequence, Feature Selection, Maximum Entropy

Principle
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1. Introduction

Abbreviation is often used in the Chinese
documents. For example we used to substitute “ 5
k7 for “ 5 44 & 7. Due to their 1nterchangeable
feature, the abbreviated form and original form
increase the difficulty of NLP applications. In
keyword-based information retrieval system, the
abbreviated form and original form often return




different results even though they are equivalent in
meaning. To solve this problem, we propose a
mechanism utilizing sequence similarity and
Maximum Entropy Model to construct a linkage
between these two forms. The maximum entropy
model offers ‘feature templates’ that incorporate
various contextual information. By scanning the
training data with feature templates, the feature sets
are automatically generated which help us to predict
the best candidate and make an abbreviation list
without consulting any dictionary.

2. Literature Review

2.1 Chinese word segmentation

Chinese words segmentation is a difficult task
because there is no word boundary between words
and most of the Chinese words are composed of
several characters. Three known methods applied in
Chinese word segmentation include dictionary-based
approaches, N-Gram approaches and a combination
of dictionary and N-gram.

2.2 Longest Common Subsequence

Longest Common Subsequence (LCS) is a
dynamic programming algorithm used for finding the
longest common subsequence of two given sequences
(Taghva & Gilbreth, 1999). A subsequence is
obtained by removing zero or more elements from a
given sequence. For two sequences X and Y, we say
that a sequence Z is a common subsequence of X and
Y if Z is a subsequence of both X and Y.

Given two sequences X and Y,
X=<a,,b,c,e,a,c>, Y=<c,e,b,ac,a>

Then, <a>, <¢>, <c¢,b>, <c¢,b,c>, <c¢,b,a> <c,b,c,a>...
are part of the common subsequences of X and Y.
Take <c,b,c> as an example, it’s a common
subsequence of X and Y of length 3. Observe that
<c,b,c,a> and <c,e,a,c> are also common
subsequences of X and Y (length 4), and there is no
common subsequence of length greater than 4 . That
is to say, <c,b,c,a> and <c,e,a,c> are the longest
common subsequences of string X and Y. We also
indicate that LCS <c,b,c,a> can be generated from X
by index <2,3,4,6> and from Y by index <1,3,5,6>.
Another LCS <c,e,a,c> is generated from X by
indices <2,5,6,7> or <4,5,6,7> and from Y by index.
<1,2,4,5>

2.3 Expansion of Abbreviations
In related works of expansion of English

abbreviations, context information is always taken as
an important clue. Toole (Toole, 2000) adopted

binary decision tree to distinguish abbreviations from
other types of unknown words such as names and
misspellings. To identify possible original forms,
Toole processed two steps: (1) identifying letters that
appear both in the abbreviation and the original form
in the same order, and (2) making sure all letters are
contained in original form. Next, Word Net was used
to find synonyms and definition of possible
expansions. Finally, the frequency of these related
content words was taken into consideration to choose
expansion candidates.

Leah et al. (Leah, Ogilvie, Price, & Tamilio,
2000) proposed four extraction algorithms— finding
and evaluating acronyms — including contextual,
canonical, canonical/contextual, and simple canonical.
The contextual algorithm finds expansions based on
context information of abbreviations. The simple
canonical algorithm only deals with the abbreviation
which appears beside original forms, such as ‘Wall
Street Journal (WSJ)’, “Wall Street Journal, WSJ’, ’
(WSJ) Wall Street Journal’. The other two algorithms
process the ways in between. Experimental results
indicate that the average precision of these four
algorithms is higher than 90%. Though the precision
of canonical/context algorithm is slightly lower than
the others, its recall outperforms them all.

Park and Byrd (Park & Byrd, 2001) proposed a
method to find potential abbreviations based on
pre-defined rules, and then to discover possible
original forms within a pre-defined range. They
generated 45 rules after applying their method on
4,500 pairs of abbreviations with their original forms
in computer science domain. Afterwards, they
verified the rules in the domain of automotive
engineering, pharmaceutics, and aviation. The
experimental result indicates that the precision and
recall are both above 90%.

Akira and Takenobu proposed an automatic
dis-abbreviation method (Akira & Takenobu, 2001).
They used two aviation-related corpora — one is
abbreviation-poor and the other is abbreviation-rich
to identify the expansion candidates based on the
similarity comparison between the context of a target
abbreviation and that of its expansion candidates. The
highest score of extracted abbreviation candidates
will be automatically expanded to its original form.

2.4 Principle of Maximum Entropy

The concept of maximum entropy was first
proposed by Edwin Thompson Jaynes in 1957
(Jaynes, 1957). The purpose of this method is to find
the correct distribution which maximizes entropy, or
“uncertainty”, subject to the constraints. Maximum
entropy principle is frequently applied in the domains
of Frequency Spectrum Analysis, Images Analysis,
Seismology, and Hydrologic Frequency Analysis. In




recent decades, many foreign researchers point out
that maximum entropy modeling is an ideal solution
for solving many problems in NLP field, such as Part
of Speech (Armbrecht Jr et al.) (Lin & Yuan, 2002;
Ratnaparkhi, 1996), Recognition of Sentence
Boundaries (Reynar & Ratnaparkhi, 1997), Machine
Translation (Berger, Pietra, & Pietra, 1996),
Co-reference  (Kehler, 1997), Named Entity
recognition (Borthwick, Sterling, Agichtein, &
Grishman, 1998), and Prepositional Phrase
Attachment (Ratnaparkhi, JeffReynar, & Roulos,
1994).

2.4.1 Maximum Entropy for NLP

Most of natural language processing involves
with estimation of parameter, such as the distribution
of observed phenomenon. For instance, if we want to
estimate the probability of “class” a occurring with
“context” b, or P(a, b), here “class” a is POS and

“context” b means the surroundings of the target term.

Of course, the definition of a and of b is different rely
on varied problems (Ratnaparkhi, 1997). Improved
Iterative Scaling (Venkatraman, Tanriverdi, & stokke)
algorithm (Pietra, Pietra, & Lafferty, 1995) is usually
adopted to optimize parameters , and to find the best
model—Maximum Entropy Model.

According to maximum entropy principle,
known information will be taken as constraints.
Probability distribution P maximizes entropy must
conform to these constrains. In other words, P must:

1. Maximize entropy.
2. Conforms to the known constraints.

In 1996, IBM Research Center developed a
French-to-English machine translation system based
on maximum entropy modeling called
‘Candide’(Berger et al., 1996). Given a French
sentence, the system outputs a corresponding English
sentence. Candide take contextual information into
consideration and transform it into features functions
as follows:

__ N, y=en&April follows in
fl(xa y) - {O,Otherwise

X stands for contextual information and y is some
particular French word. In the case the feature
function means when April follows in and en is the
translation of in, f(x, y) = 1; otherwise f(x, y) = 0. By
using maximum entropy model trained by these
features functions, it has a great improvement in
solving the ambiguity of words.

A state-of-the-art POS tagger (Ratnaparkhi,
1996) was implemented based on a statistical model
which is trained from a corpus annotated with part of
speech. Maximum entropy model is good at using
contextual information, and does not need
distributional assumptions on the training data.
Besides, maximum entropy model can be applied to

solve the problem with sparsely appearance in the
corpus that would be difficult to detect in traditional
method. The results of POS experiments achieved
higher than 95% precision.

Reynar and Ratnaparkhi (Reynar &
Ratnaparkhi, 1997) collected 40,000 sentences of
Wall Street Journal articles as test data for identifying
sentence boundaries via maximum entropy approach.
These features are automatically produced by
scanning the training data with contextual templates.
As a result, no hand-crafted rules or lists are required
by the system and it can be easily applied in other
languages or text genres. Their results show that the
system has good performance even with a small
corpus.

Though the performance of using n-gram
model or hidden Markov model in Chinese part of
speech tagging is well, the obvious drawback is that a
lot of useful contextual information could be ignored.
Moreover, it results in the failure of recognizing
words with low term frequency. To extend previous
studies, Lin and Yuan (Lin & Yuan, 2002) applied
maximum entropy method to implement Chinese
speech tagging. Their results showed that maximum
entropy method is flexible in selecting and using
contextual information for improving precision of
POS tagging.

3. Experiments

Figure 1 illustrates an overview of our
experiments. In the process of dis-abbreviation, we
extract possible abbreviations from corpus then
expand their original forms, then reverse the process
order. The first step is to apply word segmentation
and POS tagging for obtaining possible abbreviations
and originals forms. Next, a target abbreviation and
its original form candidates are determined by
sequence similarity measurement between strings and
predefined rules. Finally, we choose the best
candidate determined by maximum entropy method.

3.1 Part-of-Speech Tag and Chinese Word
Segmentation

The POS tagging system and the Chinese
Corpus developed by the CKIP (Chinese Knowledge
and Information Processing) group at Institute of
Information Science of Academia Sinica are adopted

in our research. Basicallyy, Chinese word
segmentation is regarded as character-to-word
assignment.  In Chinese text, word length is

proportioned to its meaning of content. A long
phrase composed of several sub-phrases is more
meaningful than its sub-phrases. Thus, to extract
more meaningful terms, the word length is always
taken into consideration. In this study, we conduct




word-segmentation and POS tasks to extract

meaningful terms and detect unknown words.
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Figure 1 Overview of our experiments

3.2 Possible Abbreviations and Original
Forms

Though the abbreviation is only part of its
original word, most of the abbreviations are
recognizable and representative, such as the word ” &
4% &7 is the abbreviated form of ” 5 485 & .
With the merit of timesaving and convenient, the
abbreviation is gaining popularity and used as a
substitute for its original form.

It is discovered that the majority of Chinese
abbreviations are composed of two or three
characters. (e.g., ‘fd% &, ‘& % °). Only a few cases
are four-characters (e.g., ‘B ¥ $1%°). As for the
abbreviations composed of more than five characters
are rare. However, we encounter the difficulty of
distinguishing abbreviations from original forms
when words are four or five characters long. These
words could be abbreviations or original forms. For
instance, “Bf ¥ 3457 is the abbreviation of “R# fi. ¥
Fh R, but “5 %< 8 is the original forms

JAEE)

of “& =

The following rules describe the preconditions
we consider to extract possible abbreviations and
original forms from the corpus:

1. A word, composed of two or three characters, is
regarded as a potential abbreviation.

2. A word composed of more than six characters is
regarded as a potential original form.

3.A word composed of four or five characters,
needs more complex processes.

After conducting the stated preconditions, we
examine whether all characters of a word are
completely included in any potential original forms
by using LCS algorithm. If that is the case, we
classify it as the potential abbreviation. If not, the

word will be regarded as a potential original form.
For instance, "k ¥ 41" is a potential abbreviation
because all of its characters are included in “B i
¥ % 32 2 . On the other hand, characters of “ >
7~ B are not included in any of other potential
original forms; hence, it is regarded as a potential

original form.

3.3 Candidates of the Abbreviation and the
Corresponding Original Form

We observe that most of the characters in
abbreviations coming from their corresponding
original forms. Thus, LCS algorithm is adopted to
compute the longest common subsequence between
potential abbreviations and original forms. If the
length of LCS equals to that of the abbreviation, this
pair of words are taken as candidates of abbreviation
and the corresponding original form. Take “F # 7,
the abbreviation as an example, the length of LCS

r “F W7 and “F &% equals to that of “F
#”and “FF FH# % k7. Thus, "7 &% and “F &
¥ % k&7 are both candidates of original forms of
“F #& . If there does not exist any potential
candidate of original forms, the abbreviation will be
removed from further analysis.

3.4 The Best Candidate of the Abbreviation
and Original Form

Based on the result of section 3.3, the next step
is to determine the best candidate of the abbreviation
and original form. Regarding the merit in handling
contextual information and the flexibility of feature
selections, we adopt maximum entropy method to
conduct this task. The following section describes
details of choosing the best candidate.

3.4.1 Procedure

The first step is to generate candidate features
from processing contextual information. The feature
selection algorithm is used to conduct this task.
Improved Iterative Scaling algorithm is adopted to
optimize parameters. The procedures are shown in
figure 2.

3.4.2 Feature Template

When contextual information is transformed
into “features”, we apply the pre-defined “feature
template” to generate candidate features. As for the
previous discussion in section 3.4, a binary feature
function is f(x,y)=>{0,1} in which x is the contextual
information within a defined range and y represents
candidates of abbreviations and original forms.
Feature function is introduced as follows:
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3.4.3 Extract Contextual Information

Contextual information of candidates is
retained. ”Search Window (SW)” defines the number
of words located ahead or after the target word.
Words with short distance to the target word are
extracted as features for being the candidate of best
abbreviation or original form.

Table 2 The Feature Template for a Part of an Article

Feature fix,y)=1 if...

template y=¢ % & auuumAnunnn

For example, if a potential abbreviation “¥ 4=

[%” is found, and nouns within 5 search window,

then “3%¢7 , “#w”, “EA, FiHer,

“PPy R7 ,and 7 #pash” will be extracted. The
result of feature template is shown in Table 3.

Figure 2 Processes of Choosing the Best Candidate

Feature templates are the pattern of features
extracted. Table 1 shows if defined range is six terms:

Table 1 Feature Template

ID fix,y)=1 if...

1 y= & oooAmoo

y= & OooCoAmmm

CECHe) s Hay S0en SEMa A8 A )
BET) S0 o [PEET) RE0T SEsl) SE
e WMEEIh SWMVE) - Tl mEE ARNo
@aF) BEEMa MR RENA)

Figure 3 Scope of Search

Table 3 An Example of Part of Features

f' . _)_h JE "HIE sppeass within the next thees worde following the word " ¥ HFE & y=" P BT’
o l'\“.l |0 otherwise

& Omm A OO0

In Table 1, <> and Arepresent candidates while
m means term’s location. If now we find an
abbreviation ‘ » + ’, the feature may be generated by
template 1 as follows:

: AT # F T appears following the word "& A7 & v="4& A~
f(xs,i")_{ﬂ,othemme

And via template 2:

o S b1 if ekt apgeers withan thres woeds following the word "5 A™ & =54~
Lf 1‘1“,1 :I_ r_|] Joithereics

Feature selection plays a key role in maximum
entropy principle. The collection of all feature
candidates is called F. Only representative features
that qualify the principle of formula 3 are kept in the
following process. One algorithm of feature selection
is adopted to choose candidate features.

The feature selection algorithm is an
incremental procedure that only adds one candidate
feature per time into S which is a subset of F. S is
called the set of active features and the initial feature
set is called C(S). When a feature f is adjoined to S,
we obtain the new set C(S  f).

f‘{\' _H_'r] JOF "9 % appeass within the next three words following the word " P SFEL" & v=""¥ 5"
S SV 0 otherwise

_f'] Af "SR AT” appears within the nest three words following the word " P S B & y=" P A"
=0 otherwise

flxy

4. Experiment Design and Results

4.1 Resource

Our experiment corpus collected from news
website “Yahoo!”  http://tw.news.yahoo.com dates
from 2004/11/23 to 2004/11/30. The number of news
documents totals 8,500. The categories include
political, financial, Strait (Cross-Strait) and society.

4.2 Results and Analysis

Two tasks are included in our experiment —
choosing the best candidate and finding
corresponding abbreviations or original forms.

4.2.1 The Best Candidate

The purpose of this experiment is to select the
best candidate from potential abbreviations or
original forms via executing maximum entropy
method. Only those with more than one potential




corresponding abbreviations or original forms after
processing are retained for further testing. Here is an
example as follows:

<! PR P AT R, P EERET RS>

It is obvious from the above example that the
potential original forms of “¥ FfL” are “¥ &%
12" and “¢ FGAFT 7 IR | therefore, this case
will be retained for further analysis.

News documents are divided into two parts
shown in Table 4. Eighty percentages of the
collection are treated as training data set, and the rest
are taken as testing data set.

Table 4 Training and Testing Data Set

Politics Finance Strait Society
Training data 2,165 1,776 1,439 1,421
Testing data 541 443 360 355
Total
numbers of 2,706 2,219 1,799 1,776
documents

Once the contextual information of training
data sets are turned into features, these features are
taken care of and optimized to produce maximal
entropy model. The best candidate of words is
singled out based on the maximal entropy model
from processing of training data. Context information
of testing data set will also be transformed.

To examine contextual implication of target
word in a sentence, we adopt search window (SW)
concept to limit the range of context information. SW
means the number of words ahead or after the target
word. To evaluate the performance of our estimation,
we also compute precision of each experiment.
Precision is defined as the percentage of correct
results in relation to the number of results retrieved.

4.2.1.1 The Best Candidate of Original Forms
Experiment 1: Nouns and SW=5

We limit the contextual features as noun within
five SW of candidates of original forms for the first
experiment. For example, the word ” ¥ %2 [” has two

candidates of original forms “¥ # 7 3 F”and “¥

FE A 1 . The maximum entropy model is
applied to single out the best candidate from “# £ 5=
7 B and “P FEAFT 7 LT based on contextual
features of ““® #7 [ within five SW. The precision
results are shown in Table 5.

Table 5 Original Forms: Nouns and SW=5

Experiment 2: Nouns and SW=10

During the previous experiment, we observe
that the performance would be raised if more
significant nouns included. To justify this observation,
we enlarge the scope of SW as ten and the result of
precision is improved. Table 6 shows the results.

Table 6 Original Forms: Nouns and SW=10

Politics Finance Strait  Society

80% 89% 83% 60%

Precision (8/10) (8/9) (5/6) (3/5)

Experiment 3: POS and SW=5

In addition to handling nouns, we consider to
analyze POS of contextual information within five
SW as potential features for the training model.
However, the result of precision is not convincing
when SW is five.

Table 7 Original Forms: POS and SW=5

Politics  Finance  Strait  Society

30% 44% 50% 40%

Precision (3/10) (4/9) (3/6) (2/5)

Experiment 4: POS, and SW=10

As the scope of SW enlarges to ten, the result is
only fair shown in Table 8.

Table 8 Original Forms: POS and SW=10

Politics  Finance  Strait  Society

50% 56% 60% 60%

Precision (5/10) (5/9) (4/6) (3/5)

Experiment 5: Nouns, POS, and SW=5

In this experiment, we combine both nouns and
POS to train the maximum entropy model and set the
size of SW as five. The result is very promising
shown as Table 9.

Table 9 Original Forms: Nouns, POS and SW=5

Politics  Finance  Strait  Society

70% 7% 83% 80%

Precision (7/10) (7/9) (5/6)  (4/5)

Politics  Finance  Strait  Society

Experiment 6: Nouns, POS, and SW=10
In this experiment, we combine both nouns and
POS as features but the scope of SW expands to ten.

The result is also encouraging as shown in Table 10.

Table 10 Original Forms: Nouns, POS and SW=10

60% 77% 60% 60%

Precision (6/10) (7/9) (4/6) (3/5)

Politics Finance Strait Society

0, 0 o
90% 89% 83% 80%(4/5)

Precision (9/10) (8/9) (5/6)




4.2.1.2 The Best Candidate of Abbreviations

In this experiment, the procedure is conducted
in reverse order to choose the best candidate of
abbreviations.

Experiment 7: Nouns and SW=5

For example, the word, ” » &5 7 "
has two candidates of abbreviation “¥ & [t” and
“¥ F i’ To train the maximum entropy model,
only nouns within five SW surrounding “® {f”
and “*® #7 [ ”are extracted. Then, we input the
contextual features of ‘¥ E T4 7 I’ extracted
from testing data to the maximum entropy model to
predict which is the best candidate of abbreviation.
Table 11 shows that precision of all categories
exceeds 70%.

Table 11 Abbreviations: Nouns and SW=5

Experiment 11: POS, Noun, and SW=5

In this experiment, we combine both nouns and
POS within five SW to train the maximum entropy
model. The result is very promising shown as Table
15. The precision of category “finance” even reaches
92%.

Table 15 Abbreviations: POS, Noun and SW=5

Politics Finance  Strait  Society
Precision 86% 92% 80% 83%
(13/15)  (12/13)  (8/10) (5/6)

Politics  Finance  Strait  Society
Precision 73% 77% 70% 70%
(11/15)  (10/13)  (7/10) (4/6)

Experiment 12: POS, Noun, and SW=10

In this experiment, we combine both nouns and
other POS within ten SW to train the maximum
entropy model. The result shown in Table 16 is also
very encouraging as the previous experiment 6.

Table 16 Abbreviations: POS, Noun and SW=10

Experiment 8: Nouns and SW=10
As we enlarge the scope of SW as ten, the
precision of all categories except “society” is higher

than that of experiment 7. Table 12 shows the result.

Table 12 Abbreviations: Nouns and SW=10

Politics Finance  Strait  Society
Precision 86% 92% 90% 83%
(13/15)  (12/13)  (9/10) (5/6)

Politics  Finance  Strait  Society
Precision 80% 84% 80% 70%
(12/15)  (11/13)  (8/10) (4/6)

Experiment 9: POS and SW=5

This experiment tests POS of contextual
information within five SW as potential features for
the training model. The result shown in Table 13 is
also not convincing as experiment 3 either.

Table 13 Abbreviations: POS and SW=5

Politics  Finance  Strait  Society

40% 46% 50% 30%

Precision (6/15) (6/13)  (5/10) (2/6)

Experiment 10: POS and SW=10

As the scope of SW enlarges to ten, the result
shown in Table 14 is only fair as experiment 4.

Table 14 Abbreviations: POS and SW=10

4.2.2 Expansion of Abbreviation

In view of the promising performance of
experiment 6, we select its features as the test base
for processing expansion of abbreviation to its
original form.

Experiment 13:

1,000 news documents of finance category are
randomly selected to process expansion of
abbreviation, however, only 45 out of 162 pairs are
correct. The precision is only 28%. To explore the
reasons of low precision, we analyze it by observing
the data. We discover that some potential
abbreviations such as “42{F (bank) 7, ” = &
(company)” and “% E ¢ (committee)” are not
abbreviations themselves. Those words are the tail
part of name of general organizations.

To avoid the error indicated above, we confine
the abbreviation with consecutive characters included
in original form to be ignored. For instance, the
abbreviation “42{7” are consecutively included in
“¢ B[ %4217 would be discarded. Consequently,
we obtain a significant improvement on precision
shown in Table 17.

Table 17 Results of Experiment 13

Politics  Finance  Strait  Society
Precision 53% 54% 60% 50%
(8/15) (713) (6/10) (3/6)

Pre-Correction Correction

28% 56%

Precision (45/162) (38/68)




Experiment 14:

Another kind of error case exists when the
difference of word length between a potential
abbreviation and its corresponding original forms is
only one character. Since the difference of word
length between abbreviation and its corresponding
original forms is always more than one. Thus the
wrong case like the abbreviation -k = & for
original form “-k ;& 2> 77 and the abbreviation ”® #
7 for original form “*® & % #” will not exist.
After considering this restriction, the result of
precision increases to 61% as Table 18.

Table 18 Result of Experiment 14

Table 20 Result of Experiment 16

Experiment 16

71%

Precision (36/51)

Experiment 17:

In this experiment, 1,000 news documents of
all categories are randomly selected to process the
steps of experiments 13-16 for expansion of
abbreviation. The restrictions stated above are taken
into consideration. The result shows that the precision
of all categories is above 60% as Table 21.

Table 21 Result of Experiment 17

Experiment 14

61%

Precision (38/62)

Politics Finance  Strait  Society
Precision 61% 71% 63% 81%
(27/44)  (36/51) (26/41) (17/21)

Experiment 15:

Next, we observe a phenomenon that the
abbreviation of five-character words composed of a
two-character noun and a three-character noun is
always the latter noun. For example, the abbreviation
of “¢ & #7 7 I2” composed of the two-character
noun “¥ &7 (Nc) and the three-character noun “#2
77 (Ne) is “# 3 I2” (Nc). This assumption
can be applied to other similar cases, like “% % %
% #¢”. Thus, the case like <P § LB ¥ £} ¢>
would be discarded from our experiment.
Furthermore, we apply this rule to seven-character
and nine-character words, and discover that their
abbreviations have at least three-character long.

Table 19 Result of Experiment 15

Experiment 18:

When adding more documents to the test base,
the precision of all but finance categories is slightly
lower than that of the result of experiment 16. It is
assumed that the specific words used in finance news
are quite stable than those of other categories.
Therefore, the variety of words add complexity and
uncertainty to this process and decrease the
performance of precision and recall.

Table 22 Result of Experiment 18

Politics Finance  Strait  Society
No.of ) 206 2219 1799 1776
Documents
Precision 65% 72% 66% 75%
(57/88) (63/87) (38/58) (33/44)

Experiment 15

67%

Precision (38/56)

As shown in Table 19, result of precision is
slightly increased to 67% after adopting previous rule
to remove wrong abbreviations of words with five,
seven, and nine characters long.

Experiment 16:

The transliterations of foreign names of persons,
organizations, and locations frequently appear in
news documents (E.g., “% #75., #& = R X #7577
B, % B F”). These words belong to the
category “Unknown Word” of CKIP. Abbreviations
of these words are rare, and it decreases the
performance of our system. Thus, we decide to
exclude “Unknown Word” from our experiment. The
result indicates that precision is improved to 71%
after adding this condition.

Experiment 19:

In this experiment, 5,000 documents are
randomly selected from all categories and divide into
two parts, training data and test data. Eighty
percentages of documents are taken as training data,
and the rest of documents are regarded as testing data.
The result of the precision shown as Table 23 is
inferior to those with single category of news
documents.

Table 23 Result of Experiment 20

Experiment 20

63%

Precision (95/150)

4.2.3 Abbreviation of Original Forms

In view of the promising performance of
experiment 12, we select its features as the test base
for generating abbreviation of original forms.




Experiment 21:

In this experiment, 1,000 news documents of
finance category are randomly selected to process the
steps of experiments 13-16 for transformation of
abbreviations from its original forms. The best result
of precision reaches 80% as Table 24.

Table 24 Result of Experiment 21

Exp13 Expl4 Expl5 Expl6
Precision 62% 68% 74% 80%
(39/62)  (39/57) (39/53)  (39/49)

The transformation result shows that the
precision of the original form corresponding to its
abbreviation is about 5%-10% higher than the
opposite direction. During the filtering procedure, it
is found that the performance of transformation
results from the original form to its abbreviation is
better than the opposite direction. That brings a
convenient ~way to filter out incorrect
correspondences.

Experiment 22:

Table 25 shows the result of experiments with
randomly selected 1,000 documents from each
category. Repeating the steps described in
experiment 13-17, we obtain the precision ranging
67% to 80%.

Table 25 Result of Experiment 22

and the rest of documents as testing data. The result
is shown in Table 27. The result of the precision
shown as Table 2 is inferior to those with single
category of news documents.

Table 27 Result of Experiment 24

Experiment 24

Precision 65% (90/138)

Politics Finance  Strait  Society
Precision 67% 80% 68% 77%
(29/43)  (39/49) (27/40) (17/22)

Experiment 23:

In this experiment, we add more news
documents of all categories to process the steps of
experiments 13-16 for generating abbreviations.
However, the precision shown as Table 26 is slightly
lower than that of experiment 22.

Table 26 Result of Experiment 23

Politics Finance  Strait  Society
No.-of 706 2219 1799 1776
Documents
Precision 64% 78% 62% 74%
(55/86) (63/81) (36/58) (30/41)
Experiment 24:

In this experiment, we randomly select 5,000
documents from news documents to process the steps
of experiments 13-16 for generating abbreviations. To
retrain the maximum entropy models for choosing the
best candidate, we split the 5,000 documents into two
parts, including eighty percentages as training data

5. Conclusions and Future
Improvements

To solve the semantic ambiguity problem in
Chinese text processing, we proposed a corpus-based
approach by using concepts of sequence similarity
and maximum entropy principle to generate
abbreviations and the corresponding original forms.
Our method only relies on contextual information of
target words to train maximum entropy model. No
dictionary is needed.

In this research, we perform several
experiments with a variety of feature measurements.
In viewing of SW, it is clear from the experiments
that the performance reaches the best when the scope
of SW is ten. However, when we increase the scope
of SW above 10, the performance decreases.

Two major tasks are included in our
experiments— finding the best candidate of original
forms or abbreviations, and recognizing potential
abbreviations and original forms in documents.
Besides, there are two kinds of procedures including
detecting abbreviation of original forms, and
executing expansion of abbreviation. Considering
feature selection, it is suggested to combine both
nouns and POS rather than only process either of
them respectively.

In the experiments of using maximum entropy
models to choose the best candidate, the result
indicates that precision of choosing the best candidate
is 80 to 90 percentages. On the other hand, the
precision of mapping abbreviations and original
forms is 70 to 80 percentages. Performance could
be enhanced by implementing the following
concerns.

1. Since feature selection is essential for training
maximum entropy models, it is suggested that
other characteristics of words like locations
and frequency could be also adopted in future
study.

2.Even though the best results are obtained when
extracting features within the ten SW, the
value of SW could be changed if the number




of documents is increased.

Our study shows that the performance of
precision with documents from single news category,
especially the category of finance, is the best. Thus,
our method may be suitable for corpus with static
types of words. It is worth further exploring that if
the performance could be improved if we remove
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