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1 Introduction 

Advances in network technology have provided extensive use of portable computers and enabled the 

on-line services through wireless commu nication channels . This kind of computing paradigm is called 

mobile computing. In mobile computing systems, the mobile host (MH) means that its movement could 

cause changes in the physical topology of the network with time. The mobility of some hosts in the 

network raises an important issue in the management of location information. The location of a mobile 

host must be identified before the call to the mobile host can be established. 

Location management includes location update and location query. When a mobile host changes its 

location, it should inform one or some location server(s) of its position. On the other hand, when a 

mobile host wishes to communication with the other host whose location is unknown, the query 

sequence is invoked. 

Several schemes for mobile location management can be found in the literature. These include both 

centralized [1,2] and distributed schemes [3,4]. Each scheme has its advantages and shortages. A 

centralized scheme is simpler to implement and manage, but it is neither robust, nor scalable. The 

distributed scheme provides fault tolerance, load balance, scalability and modularity at the expense of 

increased control traffic and connection delay.  

The two most commonly used standards, IS-41 [1] and GSM MAP [2], use centralized location 

management schemes. They utilize  home location registers (HLR) and visitor location registers (VLR) 

to keep track of the location information of the MHs. The newest location information of the MHs is 

recorded in the HLR/VLR databases through the location update procedure. When a call to a mobile 

host is made, the information is retrieved from the HLR/VLR databases through the query procedure. 

In Prakash’s paper [5], a dynamic load-balanced location management scheme with an iterative and 

grid-based quorum construction is proposed. According to Prakash’s theory, N  location servers are 

divided into quorums of cardinality of 63.097.0 N and 2 N -1 respectively. Any two quorums of 

servers have at least one common server. Upon receiving a location update request, the update 
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procedure uses hashing function, which takes the mobile ’s ID and its current location into account to 

select the quorum for update. When receiving a call request, the search procedure uses the hashing 

function with the calle r’s location and the called mobile ’s ID to select the quorum for query. From the 

common server, the finding of location information is guaranteed. 

Ihn-Han Bae in [6] proposed a distributed location management scheme using the quorum, which is 

based on the triangle configuration of location servers. Without using virtual identity, the Bae’s 

algorithm is not only simpler than Prakash’s [5] algorithm but also cost-reduced. Since the quorum 

structure of triangle configuration is not symmetric, the Bae’s scheme  is neither load-based nor fully 

tolerant. 

In this paper, we propose a new structure called Legion and then develop a simple distributed 

location management scheme from the new structure. This simple scheme, which is named LegRing, 

can achieve the efficient location updates and queries. 

In the next section, the structure of system model in mobile computing is described. In section 3, we 

propose a new Legion structure and describe some of its mobile applications. In section 4, a new 

location management scheme and its algorithm are presented. Section 5 is the comparison between our 

scheme and other location management schemes. Finally, in section 6, we draw a conclusion to our 

research. 

2 The System Model 

Several existing systems of mobile computing network assume a cellular system of mobile nodes and 

stationary nodes. In this paper, the cellular system is modeled as a geographical area, which consists of 

a lot of hexagonal cells. A fixed base station, called mobile support station (MSS), supports each cell. 

The mobile support station is static and connected through dedicated wire-line link to an existing wired 

backbone. The mobile node, referred to as mobile host (MH), is a  part of one and the only one cell at a 

time. Each mobile host can only communicate through the MSS of a cell with any particular node, 

whose position is located. The communication between MH and MSS is through radio waves or 
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infrared waves which are wireless. A registration area (RA) consists of several cells. Each registration 

area has one location server (LS) that maintains the location information of the mobile hosts in the RA 

[6]. All the location servers form a distributed location database in the mobile computing network (Fig. 

1). 

 

 

 

 

 

 

 

 
 
Fig.1. Logical view of a mobile network with distributed location database. 

 

3 Legion Structure and Applications  

3.1 Quorum,  Set System, and K-Coterie 

In this section, we introduce the concepts of set system [7], quorum, and k-coterie [8]. A set system is 

composed of some quorums and could be a k-coterie if it satisfies some properties (definition 2). A 

k-coterie can be applied to develop distributed algorithms to achieve k-mutual exclusion. Fujita et al. [8] 

and Huang et al. [9] have defined k-coteries in 1991 and 1993. 

 

DEFINITION 1. A set system  [7] C={Q1, Q2, … , Qn} is a collection of nonempty subsets Qi⊆U of a 

finite universe U. 

DEFINITION 2. A k-coterie [8] is a nonempty set system that has the following properties: 

[I] Nonintersection property: Given any h (h < k ) elements Q1,Q2,… ,Qh?∈?C such that Qi ∩ Qj 

= Ø  ( i  ≠ j, 1≤ i, j ≤ h), there exists another element Q ∈?C such that Q ∩  Qt  = Ø , (1≤ t  ≤ 

h). 

[II] Intersection Property: Among any k+1 elements Q1,Q2,… ,Qk+1?∈ C, there exist at least two 
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elements Qi and Qj ( i  ≠ j, 1≤ i , j  ≤ k+1), such that Qi ∩  Qj ≠ Ø . 

[III] Minimality property: For any pair of distinct elements Qi , Qj ∈ C, there doesn’t exist Qi ⊂ 

Qj . 

Each element Q of C in definition 1 and 2 is called a quorum. 

Take the set C = {{0,1}, {1,2}, {2,3}, {3,4}, {4,5}, {5,6}, {6,0}} as an example. Set C is a 3-coterie 

since it satisfies all three properties of k  = 3. Given one quorum Q1 = {1, 2}, we can always find 

another quorum Q2 = {3, 4} such that Q1 and Q2 are disjoint. On the other hand, given two quorums Qa 

= {1, 2}, Qb = {4, 5}, we can also find another quorum Qc = {6, 0} such that Qa, Qb, and Qc  are disjoint. 

But, among any four quorums, for example {0, 1}, {2, 3}, {4, 5}, and {6, 0}, there exist two of them, 

for example {0, 1}, and {6, 0} that has intersection. 

3.2 Legion Structure 

In this section, we propose a Legion Structure. A Legion is constructed from set systems or k-coteries 

by giving them parameters. The theory of the Legion Structure can be applied to develop many 

distributed mobile schemes or approaches to achieve some applications, for example, mutual-exclusion, 

data replication, or location management in mobile systems. 

DEFINITION 3. A  Legion Leg(k1,k2,… ,km) ≡{C1,C2,… ,Cm}, where 1≤?m, ki∈{null,1,2,… ,n}, is a 

collection of set systems that has the following properties: 

[I] Ci ={Q1, Q2, … , Qn} is a ki-coterie, if 1≤ k i ≤ n.  

[II] Ci ={Q1, Q2, … , Qn} is a set system and could be a k-coterie (1≤ k  ≤ n )or not (i.e., don’t 

care), if ki=null.  

[III] For any pair of quorums Qs ∈ Ci and Qt ∈ Cj , there is Qs∩Qt ≠ Ø , where Ci and Cj are 

different set systems (i .e., i ≠ j, 1≤ i, j ≤ m). 

According to definition 3, a Legion has m ≥ 1 parameters. These parameters could be null, 1, 2, ..., or 

n depending on the application that is applied, for example, Leg(1), Leg(5), Leg(1, null), etc. From the 

theory of Legion Structure, we could apply it to some applications of distributed computings. Someone 
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might develop new schemes according to the definition. We will discuss some applications of Legion 

Structure in the following section and, in section 4, propose a new scheme of mobile location 

management from the definition of Legion. 

3.3 The Applications of Legion Structure 

According to the different parameters and the number of parameters, we find some applications of 

Legion Structure. The following discussions are some applications represented by Legion: 

1) m=1, Leg(1): There is one parameter k1=1. The only element C1 of Leg(1) is a 1-coterie that can 

be applied to develop distributed algorithms to achieve mutual exclusion. Take the universal set 

U={1,2,3,4,5,6,7}as an example. The Leg(1) could be {{{1,2,4},{2,3,5},{3,4,6},{4,5,7},{5,6,1}, 

{6,7,2},{7,1,3}}}. Any two quorums, for example {2,3,5} and {6,7,2}, have an intersection. By 

the intersection, mutual exclusion algorithm in distributed system can be implemented. In order 

to enter the critical section, a node needs to receive permissions from all nodes of an appropriate 

quorum. Since any two quorums have at least one common member and each node has only one 

permission, mutual exclusion is then guaranteed. 

2) m=1, Leg(k): This case is similar to Leg(1). There is still one parameter k1=k , where 2 ≤?k  ≤?n. The 

only element C1 of Leg(k) is a k-coterie that can be applied to develop distributed algorithms to 

achieve k-mutual exclusion. By the property [I] of definition 2, if less than k  nodes are in the 

critical section, any other nodes can enter the critical section by gaining permissions from all 

nodes of an appropriate quorum. Moreover, by the property [II] of definition 2, it is always 

guaranteed that no more than k  nodes can enter the critical section at a time. 

3) m=2, Leg(1, null): There are two parameters: k1=1 and k2=null. The two elements, C1, C2 of Leg(1, 

null), are an 1-coterie and a set system respectively. According to the definition 3, all quorums in 

C1 are pairwise joint, while any two quorums in C2 may have intersection or not. Moreover, any 

pair (Qi, Qj) of quorums is joint, where Qi is a quorum in C1 and Qj is a quorum in C2. Consider 

the universal set U={1,2,3,4,5,6,7,8,9}. The Leg(1, null) ≡ { C1, C2 } could be 
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{{{1,4,7,8,9},{2,5,8,9,1},{3,6,9,1,2},{4,7,1,2,3},{5,8,2,3,4},{6,9,3,4,5},{7,1,4,5,6},{8,2,5,6,7},

{9,3,6,7,8}},{{1,2,3},{2,3,4},{3,4,5},{4,5,6},{5,6,7},{6,7,8},{7,8,9},{8,9,1},{9,1,2}}}. Any 

two quorums of C1, for example {2,5,8,9,1} and {6,9,3,4,5}, have an intersection. On the other 

hand, any two quorums of C2 may be disjoint, for example {3,4,5} and {7,8,9}. But, two 

quorums belonging to C1 and C2 respectively, for example {3,6,9,1,2} and {5,6,7}, should have 

an intersection. Leg(1, null) can be used to develop schemes for replica control in distributed 

database systems. In order to maintain replicated data in consistency, any two write operations or 

any pairs of read and write operations must access at least one common member. This control 

guarantees that every read operation always retrieves the latest update data and all write 

operations are free from conflicts. Since the first element C1 of Leg(1, null) is a 1-coterie, each 

quorum in it could be assigned as a write quorum. Meanwhile, each quorum in the second 

element C2 of Leg(1, null) could be assigned as a read quorum. By the definition, we ensure that 

any pair of read and write quorums have at least one common member.  

4) m=2, Leg(null, null): This type of structure has two same parameters k1= k2=null. Two elements 

C1, C2 of Leg(null, null) are all set systems. Hence, we don’t care the relation of quorums in each 

set system, but we should note that any two quorums of pair (Qi, Qj) are joint, where Qi is a 

quorum in C1 and Qj is a quorum in  C2. This structure can be applied to develop a location 

management scheme for mobile systems. In mobile systems, if one of the servers requires 

information from the other, it suffices to query one server from an appropriate quorum. While 

using this quorum-based location scheme, we can assign quorums in C1 as update-quorums , and 

quorums in C2 as query-quorums. According to the definition of Legion, the set of queried 

servers is bound to contain at least one server that belonged to the quorum that received the latest 

update (i.e. the update-quorum and query-quorum have at least one common server). In next 

section, according to the Leg(null, null) structure, we will propose a n  quorum-based location 

management scheme for mobile network systems.  



 8 

4 A Location Management Scheme from Leg(null, null) 

In this section, we propose a simple quorum-based location management scheme constructed from 

Leg(null, null), which is discussed in section 3.3. 

4.1 A Simple Scheme with n  Quorum Size 

From the properties of Leg(null, null), we use ring-based approach to construct a quorum scheme called 

LegRing in order to manage location information. First, N Location Servers (LSs) are arranged as a 

logical ring, denoted by N-LegRing. Every LS in the mobile system is assigned a distinct number from 

0 to N-1 and arranged by its number sequentially. In the following, some sequences of patterns in the 

N-LegRing are employed as Update-quorum (U-quorum) and Query-quorum (Q-quorum).  

DEFINITION 4. In an N-LegRing system, the Update-set system (U-set) and Query-set system (Q-set) 

are defined as follow: 

U-set = {{n, (n+1) mod N , (n+2) mod N, ..., (n+d-1) mod N} | 0≤ n ≤ N -1} 

Q-set = {{n, (n+d) mod N , (n+2d) mod N, ..., (n+kd) mod N}| 0≤ n ≤ N -1, k=  dN /)1( −  } 

Where d =  N ; n, k , and N are all integers. 

Each element of U-set and Q-set is called an U-quorum and a Q-quorum, respectively (Fig. 2). 

  

 

 

 

 

 

Figure 2. The construction of U-quorum and Q-quorum. 

THEOREM 1. The U-set and Q-set of an N-LegRing system defined in definition 4 satisfy the 

properties of Leg(null, null). 

PROOF. According to the definition 3, the properties of Leg(null, null) are: (1) U-set and Q-set are set 

systems. (2) any pair of U-quorum in U-set and Q-quorum in Q-set are joint. We need to prove 
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these properties. First, according to definition 4 and definition 1, it is easy to see that U-set and 

Q-set are set systems. Second, we define the distance of ordered pair of servers v1, v2 in the 

N-LegRing system as Dist(v1, v2)= v2-v1, if v1≤v2 ; or v2+N -v1, if v1>v2 . We choose an arbitrary 

U-quorum {u1, u2, ..., ud}={n, (n+1) mod N, (n+2) mod N, ..., (n+d-1) mod N}. It is obvious that 

this U-quorum are d consecutive servers in the N-LegRing system, since any tow adjacent servers 

of U-quorum have Dist(ui, ui+1)=1, 1≤i≤ d-1. Now we choose another arbitrary Q-quorum {v1, 

v2,… , vk+1}={n,  (n+d) mod N,  (n+2d) mod N, ..., (n+kd) mod N}. The distance of any two 

adjacent servers of Q-quorum is Dist(vi, vi+1)=d (1≤i≤ k) and Dist(vk+1, v1)?≤d. Since Dist(vi, 

vi+1)��d for any two adjacent servers vi, vi+1 and Dist(vk+1, v1)?≤d in Q-quorum, and u1, u2,… , ud 

are d consecutive servers, we can conclude that at least one server vi in Q-quorum intersects with 

one server uj in U-quorum, i.e. vi = uj , for some j (1≤j≤d). This satisfies property (2). Hence, the 

U-set and Q-set of N-LegRing system satisfy the properties of Leg(null, null). 

 

In cellular mobile systems, location management is achieved by query and update.  A query occurs 

when a host needs to communicate with another mobile host whose location is unexpected and an 

update occurs when a mobile host changes its location. In a quorum-based scheme, the location 

information of a mobile host in an RA is stored in the local LS and replicated at all the LSs in the 

selected quorum. To exact the information fro m other LSs, the quorum of query server and the quorum 

of update server must be joint. Since the theorem 1 indicates the intersection property of U-quorum and 

Q-quorum, the U-Set and Q-Set in definition 4, a quorum-based scheme, could be used in location 

management. 

In the following, we use the method of random selection [10] of quorums and timestamps with our 

LegRing location management scheme defined in 4 to implement the location update and query 

algorithms. 

Location Update: When a mobile host h moves from one cell to the others, its location information 
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has to be updated. Therefore, the following steps of update procedure are performed: 

Step 1. The UPDATE message associated with timestamp is stored to the cache of local LS and sent 

to all the LSs in the randomly selected quorum from U-set. 

Step 2. Upon receiving the UPDATE message, the LSs add or overwrite the new location 

information received to their caches.  

Location Query: When a mobile host h wishes to communicate with another host h’ whose location is 

unknown, the query procedure is invoked with the following steps: 

Step 1. First, host h queries the location information of h’ from its local LS. If such information is 

found in LS ’s cache, the corresponding MSS is probed to determine if h’ is still in the cell. 

If so, the call is connected and then the query procedure is stopped. Otherwise, the local 

LS clears the location information of host h’ and then goes to step 2. 

Step 2. The procedure randomly selects a quorum from Q-set and sends a QUERY message to all 

LSs in the quorum for the location information of h’. 

Step 3. When receiving a QUERY for information, the LS, which has a copy of the queried 

information, sends a REPLY containing the timestamp associated with the location 

information. Otherwise, the LS sends a NULL reply. 

Step 4. When receiving all the REPLY messages from all the LSs in the quorum, the procedure 

selects the location information with the latest timestamp, stores it in the local LS’s cache, 

and returns the information to the MSS of mobile host h. According to the location 

information, the call to host h’ can be connected. 

Consider the N-LegRing system with 21 location servers. According to definition 4, the U-set and 

Q-set are constructed as following (Fig.3): 

U-set={{0,1,2,3,4},{1,2,3,4,5},{2,3,4,5,6},{3,4,5,6,7},{4,5,6,7,8,},{5,6,7,8,9},{6,7,8,9,10},{7,8,9,10,1

1},{8,9,10,11,12},{9,10,11,12,13},{10,11,12,13,14},{11,12,13,14,15},{12,13,14,15,16},{13,14,15,16,
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17},{14,15,16,17,18},{15,16,17,18,19},{16,17,18,19,20},{17,18,19,20,0},{18,19,20,0,1},{19,20,0,1,2

},{20,0,1,2,3}} 

Q-set={{0,5,10,15,20},{1,6,11,16,0},{2,7,12,17,1},{3,8,13,18,2},{4,9,14,19,3},{5,10,15,20,4},{6,11,1

6,0,5},{7,12,17,1,6},{8,13,18,2,7},{9,14,19,3,8},{10,15,20,4,9},{11,16,0,5,10},{12,17,1,6,11},{13,18,

2,7,12},{14,19,3,8,13},{15,20,4,9,14},{16,0,5,10,15},{17,1,6,11,16},{18,2,7,12,17},{19,3,8,13,18},{2

0,4,9,14,19}} 

 

 

 

 

 

 

Figure 3. The construction of U-quorum and Q-quorum in a 21- LegRing system 

If a mobile host h moves from one cell to another, new location information should be stored in the 

(new) local LS, for example server 4, and all the LSs, for example server 19,20,0,1,and 2, in the 

randomly selected U-quorum. When a mobile host wants to communicate with host h whose location 

information is not in the cache of local LS, for example server 17, it can require the information from 

the other LSs, for example server 1,6,11,16 and 0, in the randomly selected Q-quorum. Since quorum 

{19,20,0,1,2} and {1,6,11,16,0} have the common servers, 0 and 1, the newest location information of 

host h can be extracted through these servers.  
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Q-quorum = {n,  (n+d) mod N, (n+2d) mod N, ..., (n+kd) mod N} has the number of elements 

k+1=  dN /)1( − +1, where k=  dN /)1( − , d =  N  is defined in definition 4. Hence, the size of 

Q-quorum is  N  or  N . 

4.2 Symmetric Property, Load Balance, and Fault Tolerance 

Quorum-based protocols introduce a concept of symmetry that serves to distribute the overheads of 

algorithm equally across the entire system. Ng and Ravishankar [11] identified the Symmetric Coterie 

Construction (SCC) problem. Using their concept, we define the Symmetric Set System (SSS). 

DEFINITION 5. (SSS) Given a finite set S ={0,1, ...,N-1} representing the nodes of a network, find 

N=|S| subsets Qi ⊆ S, Qi ≠ ∅ such that:  

[I] (Covering) 1N
0iU −

= Qi = S. 

[II] (Minimality) Qi ⊄ Qj , 0≤ i, j ≤ N-1 , i ≠ j. 

[III] (Equal size) |Qi|=k  , 0≤ i ≤ N-1. 

[IV] (Equal responsibility) | {Qj| i ∈ Qj} |=k  , 0≤ i ≤ N-1. 

Properties [III] and [IV] enforce that all nodes perform an equal amount of work. 

THEOREM 3. The U-set and Q-set of an N-LegRing system defined in definition 4 satisfy the 

properties of Symmetric Set System (SSS). 

PROOF. First, we prove that the U-set of an N-LegRing system satisfies the properties of SSS. [I] 

(Covering): From definition 4. U-set = {{n, (n+1) mod N, (n+2) mod N, ..., (n+d -1) mod N} | 0≤ 

n ≤ N-1}, we let Qi ={i, (i+1) mod N , (i+2) mod N, ..., (i+d-1) mod N}(i=0,1, ...,N-1). Since 

i=0,1, ...,N-1 and each element in Qi is mode N, the numbers from 0,1,… ,N -1 are covered in 

some Qi and any element in Qi is not larger than N-1. Hence, the union of all Qi covers all the 

numbers (elements) {0,1,  ...,N -1} in an N-LegRing system. [II] (Minimality): Since each element 

Qi (0≤ i ≤ N-1) in U-set has d consecutive elements from i, it has at least one different element for 

any pair of Qi and Qj (i ≠ j). Hence, Qi ⊄ Qj , 0≤ i, j ≤ N -1 , i ≠ j. [III] (Equal size): According to 
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definition 4, we know each Qi (0≤ i ≤ N-1) in U-set has d elements. Therefore all the sets Qi have 

same size. [IV] (Equal responsibility): If we look at all the first elements of all Qi (i=0,1, ...,N -1), 

we could find that the composition of all the first elements is the numbers 0,1, ...,N-1. Similarly, 

the composition of all the second, third, ..., or dth is also the numbers 0,1, ...,N-1. Hence, among 

Qi (0≤ i  ≤ N -1), each server i (0≤ i ≤ N-1) is included d times. The proof of Q-set is similar to 

U-set. 

 

According to theorem 3, we can say that the size of quorums in U-set or Q-set is the same, and each 

server in this system is included in the same number of quorums in U-set or Q-set. 

The responsibility of location tracking by using a deterministic quorum selection approach that a 

quorum is initially selected by a procedure is not guaranteed to be shared equally by all location servers. 

Hence, load unbalance arises when using the deterministic quorum-based approach that selects the 

quorum by geographical location of the mobile host. This is due to the following two major reasons 

mentioned in [12]. First, a significant fraction of mobile hosts may quite often concentrate in a very 

small area, while there are few mobile hosts in the rest area of the system. Second, even if all the 

mobile hosts are evenly distributed across the system, some hot mobile hosts may be queried more 

often and increase the loads of location servers of some quorum. By using random selection method in 

our quorum-based LegRing scheme, the implementation is given a better chance of load balancing 

among the location servers, since the selection of quorum is dynamic and each server bears even 

probabilities.  

The quorum-based method is naturally  fault tolerant if we use dynamic assignment of quorums. In 

the algorithm of section 4.1, the procedure can select another quorum if it does not receive all the 

REPLY information from all the servers of selected quorum for a given period of time, since some 

servers of queried quorum may crash. In order to tolerate the failures of servers, we could rewrite some 

steps in the algorithms of update and query in section 4.1 as following: 
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In Location Update, step 2 is rewritten into two steps: 

Step 2. Upon receiving the UPDATE message, the LSs add or overwrite the new location 

information received to their caches and send back the ACK message. 

Step 3. If the procedure does not receive all the ACK messages from all LSs in the quorum for a 

given period of time, then it randomly selects another quorum from U-set, sends the 

UPDATE message to all LSs in the new quorum again, and goes to step 2, else it stops. 

In Location Query, step 4 is rewritten for fault tolerance as following: 

Step 4. When receiving all the REPLY messages from all the LSs in the quorum, the procedure 

selects the location information with the latest timestamp, stores it in the local LS’s cache, 

and returns the information to the MSS of the mobile host h. According to the location 

information, the call to host h’ can be connected. If the procedure does not receive all the 

REPLY messages after a given period of time, then it goes back to step 2 (another loop to 

randomly reselect a new query quorum). 

5 Comparison 

A comparison of our scheme with some other quorum-based schemes is shown in table 1. In triangle 

configuration, the number of nodes n(n+1)/2 is equal to N, where n is an integer. Similarly, in grid 

based scheme, the number of nodes m*n is equal to N, where m and n are integers. In the other two 

schemes, iterative and LegRing, the number of nodes n is equal to N. Obviously, in this property, only 

the iterative scheme and our LegRing scheme are applicable to the system with any arbitrary numbers 

of nodes.  
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 Quorum 

Size 

Symmetric Load 

Balance 

Fault 

Tolerance 

Number of 

Nodes 

Triangle configuration 

[6] 
N2  No No Yes/Partial  n(n+1)/2 

Dynamic hashing + 

Grid based scheme [5] 
12 −N  Yes Yes Yes m*n 

Dynamic hashing +

Iterative approach [5] 
63.097.0 N  Yes Yes Yes n 

Random + LegRing

scheme 
N  Yes Yes Yes n 

Table 1. Quorum-based location management schemes 

Since the quorum structure of Bae’s triangle configuration is not symmetric, the loads are heavier in 

the corner nodes of the triangle topology. Therefore, triangle configuration does not achieve load 

balance. Only grid based scheme, iterative approach, and our LegRing scheme are symmetric. With 

dynamic hashing, the grid based scheme and iterative approach can achieve load balance. With random 

selection of quorum, our LegRing scheme can achieve load balance. 

In quorum-based location management scheme, when one node of selected quorum is fault, the 

update or query procedure will cause the information retrieval failure. The dynamic hashing or random 

selection of quorum could avoid the information retrieval failure, since they can reselect another 

quorum by re-executing hashing or random function. But, in triangle configuration, the selection of 

quorum according to the row or column cannot be achieved to a fully tolerant scheme. 

Obviously, our LegRing scheme has the smallest quorum size among all of the schemes in table 1. 

Hence, the control traffic and connection delay can be reduced. 

6 Conclusion 

In this paper, we have proposed a structure named Legion for constructing some schemes of distributed 

applications, which include location management, information dissemination, mutual exclusion, etc.. 

We will continue to develop new distributed application schemes from the Legion theory in the future. 

In addition, we present a new simple quorum-based mobile location management scheme named 
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LegRing that is developed from the theory of Legion structure. As we have shown in the above 

discussion, our LegRing scheme has the smallest quorum size , which can reduce the message cost of 

communication. The other advantages of our scheme are: (1) It is applicable to distributed mobile 

platforms  with any arbitrary numbers of nodes. (2) The quorum sets  of a LegRing system satisfy the 

properties of symmetry. Therefore, every node in this system is included in the same number of 

quorums and bears the same responsibility if the quorums are selected evenly. (3) By using the method 

of random selection of quorums with our scheme, the algorithms can achieve fully distributed and fault 

tolerant location management. 
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