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Abstract

The classification is a supervised learning approach in
the machine learning and, therefore, the class struc-
ture was specified by the domain experts manually in
advance. The goal of this paper is to evaluate the
degree of ambiguity between any two classes in the
existing class structure while the similarity between
two classes was estimated via Euclidean distance. In
this paper, Distinguishable Distance Ratios (DDR)
and Class Ambiguity Ratio (CAR) between any two
classes are proposed to indicate the degree of the am-
biguity between classes. The degree of class ambiguity
between two classes supposed to be high if the value
of DDR is low and the value of CAR is high. The
experimental resources for class structure evaluation
includes ”Iris Plant”, ”Wine Recognition” and ”Glass
Identification”, and the DDR and CAR did reveal
the degree of class ambiguity. This works offer do-
main expertise an approach to examine the fitness of
class structure if necessary.
Keywords: Classification, class structure, class am-
biguity.

1 Introduction

The classification is a supervised learning approach
in the machine learning[1, 10, 19]. There are a
lot of approaches applied to the classification prob-
lem, such as Linear classifier, Decision Tree, Neu-
ral Network, K-Nearest- Neighbor, and Support Vec-
tor Machine(SVM)[1] and so forth. All of above ap-
proaches aimed to improve the performance of classifi-
cation according to accuracy, recall, precision, F1 mea-
sure, etc. However, the class structure was specified
by the domain experts manually in advance. As the
amount of instances in the classification increased, it
might result in reorganizing the class structure to form
new classes because of the characteristics of these in-
stances within the same class being too diverse. That
situation usually happened in the portal sites. On the

other hand, the class label of a new instance might
be suitable to many classes when it came; meanwhile,
the curator has to assign that instance to only one
of classes. As the time passed, there existed many in-
stances belonging to multi-classes[14, 15]. These cases
mentioned above lead to the problems that how to
evaluate the fitness of class structure and when to re-
organize the existing class skeleton .

There are studies[4, 6, 11, 13, 12, 20, 21] for
structure discovery or taxonomy construction. In
[11], Punera et al. proposed a framework, called
”CLUMP”, for unsupervised discovery of structure in
data, and explored the problem of learning n-ary tree
based hierarchies of categories with no user-defined
parameters[12, 13]. Chuang and Chien [4] tackled
the problem of taxonomy generation for diverse text
segments using the Web as an additional knowledge
source. Gao et al.[6] mined for a hierarchical struc-
ture from the flat taxonomy of a data corpus by con-
sistent bipartite spectral graph copartitioning. Zhang
et al.[21] developed a tool, named ”InfoAnalyzer”, to
assist the enterprise to prepare large set of samples
used for text classification, and proposed an automatic
method of collecting training samples to build hierar-
chical taxonomies[20]. In [4], Chuang and Chien gen-
erated the taxonomy for diverse text segments using
the Web as an additional knowledge source. Gates et
al.[7] proposed a system for generating a large general-
purpose taxonomies and categorization system. Wang
et al.[18] propose the idea of class proximity and cast
the hierarchical classification as a flat classification
with the class proximity modeling the closeness of
classes. Above studies, however, seldom mentioned
or discussed the problem whether the original class
structure was suitable for all instances or not. It is
worthy of having a function to evaluate the fitness of
class structure just like the criterion functions for doc-
ument clustering[22].

The goal of this paper is to evaluate the degree of
ambiguity between any two classes in the existing class
structure in the vector space model, and the similarity
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between two vectors was estimated via Euclidean dis-
tance. In this paper, Distinguishable Distance Ratios
(DDR) and Class Ambiguity Ratio (CAR) between
any two classes are proposed to indicate the degree
of the ambiguity between classes. The degree of class
ambiguity between two classes supposed to be high
if the value of DDR is low and the value of CAR
is high. To verify whether the values of DDR and
CAR could interpret the existence of class ambiguity
or not, the confusion matrix H[19] was constructed
using SVM classifier and each resources were divided
into two thirds for training and the other for testing.
It might exist ambiguous regions between two classes
if there are many instances in one class were miss-
classified to another class with the classifier that is
esteemed to achieve high classification accuracy, such
as the SVM classifier [1, 19]. The program ”easy.py”
in the LIBSVM[3] was adopted to tune the parameters
of SVM to achieve the best classification accuracy in
this paper.

The experimental resources includes ”Iris Plant”,
”Wine Recognition” and ”Glass Identification” [2].
There are 3 types of ”Iris plant” as, ”Setosa”, ”Versi-
colour” and ”Virginica”. Experimental results showed
that the class boundary between ”Versicolour” and
”Virginica” might be ambiguous. The ”Wine Recog-
nition” was a well posed problem with ”well behaved”
class structures in a classification context[2], and the
statements above coincided with the experimental re-
sults that each value of DDR was high, that of CAR
was low, and the accuracy achieved by SVM was as
high as 96.61%. The study of ”Glass Identification”
was motivated by criminological investigation[2], and
there were 7 classes in the ”Glass Identification”. The
first 4 classes were ”window glass” and the other
were ”non-window glass”. The former, furthermore,
could be divided into ”float-processed and ”non-float-
processed”. Experimental results showed that the
closeness of the relationship between these 7 classes
as described above could be found.

The remainder of this paper is organized as follows.
Section 2 gives the notations and the computation of
DDR and CAR. Section 3 gives experimental results.
Section 4 gives conclusions and discussions.

2 Methods

Distance(similarity) functions play a centrol role in
all classification/clustering algorithm. How to evalu-
ate the distance (similarity) of two instance vectors
is one of the fundamental steps of classification in the
vector space model[16]. The most commonly used dis-

tance functions for numeric attributes are Euclidean
distance, Manhattan(ciy block) distance, Minkowski
distance. For text documents, a document is usu-
ally considered as a ”bag” of words while the po-
sition information of words are ignored. Thus the
similarity is used to compare two documents rather
than the distance, and the most commonly used sim-
ilarity function is the cosine similarity[19]. In this
paper the Euclidean distance was adopted and de-
fined as follow. Let X = (x1, x2, . . . , xn) and Y =
(y1, y2, . . . , yn) be two n-dimensional vector. The Eu-
clidean distance dist(X, Y ) between X and Y is de-

fined as
√∑d=n

d=1 (xd − yd)2.
To evaluate the ambiguity between classes, first

of all, the values of Distinguishable Distance Ratios
(DDR) and Class Ambiguity Ratio (CAR) between all
pairs of any two classes are computed. Then the con-
fusion matrix constructed by SVM classifier was used
to verify whether these two values, DDR and CAR,
could tell the ambiguity or not. The confusion matrix
H = (hi,j) is obtained via SVM classifier by parti-
tion each resources into two thirds for training and
the other for testing. Each entry hij in H indicates
the number of instances in Ci that were miss-classified
to Cj if i 6= j. That is, the value of hij is expected to
be high when the value of DDR is low and the value
of CAR is high. The definitions of some notations are
given in the section 2.1. The computation processes of
DDR and CAR are given in the section 2.2 and 2.3,
respectively.

2.1 Notations

Let C be the set of predefined classes, and |c| be the
number of predefined classes. Let Ci be the set of
instances in the training set that belong to the ith
class, and Fj be the set of instances in the testing set
which are classified to the jth class. |Ci| and |Fj | are
the number of instances in Ci and Fj , respectively.
Let Hi,j be the set of instances in Ci that is classified
to Fj . That is, Hi,j = Ci ∩ Fj . Let hi,j = |Hi,j |.
Note that Ci =

⋃j=|c|
j=1 Hi,j and Fj =

⋃i=|c|
i=1 Hi,j . The

confusion matrix H = (hi,j), as shown in Table 1,
consists of the statistics of the classified documents.

The set I consists of instances from C1, C2, . . . , C|c|,
and Ci, 1 ≤ i ≤ |c|, consists of class-labeled
instances, ICi,1, ICi,2, . . . , ICi,|Ci|, where |Ci| is the
number of instances in Ci. Each instance is rep-
resented as one n-dimensional vector. For exam-
ple, ICi,q, the qth instance in Ci, is represented as
(t(Ci,q),1, t(Ci,q),2, . . . , t(Ci,q),n). The MCi

is the cen-
troid of all instance vectors in Ci and is defined as
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Table 1: The confusion matrix H.

∑q=|Ci|
q=1

ICi,q

|Ci| .
The dist(X, MCi

) is the Euclidean distance from
the instance X to the centroid MCi . Let MD(Ci) and
SD(Ci) be the mean and the standard deviation of the
distances from every instances in Ci to the centroid

MCi , and are given as MD(Ci) =
∑

X∈Ci
dist(X,MCi

)

|Ci|

and SD(Ci) =

√∑
X∈Ci

(dist(X,MCi
)−MD(Ci))

2

|Ci| , respec-
tively. Let Ni,j(k) = {X|dist(X, MCi

) < k ∗
SD(Ci), X ∈ Cj , k ≥ 1} be the set of instances X in Cj

whose values of dist(X, MCi) are smaller than k times
the values of SD(Ci). Let |Ni,j(k)| be the number of
these instances and Pi,j(k) = |Ni,j(k)|−|Ni,j(k−1)|

|Cj | be
the probability of instances X in class Cj whose values
of dist(X, MCi

) range from k to (k − 1) times values
of SD(Ci).

2.2 Distinguishable Distance Ra-
tios(DDR)

Let Distinguishable Distance Ratio (DDR) between Ci

and Cj be as following:

DDR(Ci, Cj) =
CCD(Ci, Cj)

γ ∗ (SD(Ci) + SD(Cj))
. (1)

where CCD(Ci, Cj) = dist(MCi
,MCj

), Class Cen-
troid Distance (CCD), is the Euclidean distance from
MCi

to MCj
and γ is a given constant. In this paper

the value of γ was set to be 3 because instances that lie
three or more standard deviations from the centroid
are considered to be outliers, assume the distribution
of the values of each instance vector to its centroid is
a normal distribution[8].

Intuitively, the two classes would be separable if two
cetroids are far from one another and the distribution
of instances vectors in its class are dense. That is, it
is easier to distinguish from two classes if their cen-
troids are far from one another. The larger value of
the DDR(Ci, Cj) is, the more distinct boundary be-
tween Ci and Cj is. On the other hand, it might be

Figure 1: DDR(Ci, Cj) > 1 when γ = 3

Figure 2: DDR(Ci, Cj) < 1 when γ = 3

hard to identify the boundary between two classes if
the distribution of the instances vectors in these two
classes are loose. The distribution of the instances
vectors in Cj related to Ci is measured by inspecting
the distribution of these distances dist(X, MCi

), for
all X ∈ Cj , based on the scale of the SD(Ci). That
is, the larger value of (SD(Ci) + SD(Cj)) is, the less
distinguishable boundary between Ci and Cj is. In
this paper, as shown in the figure 1, the boundary of
two classes, Ci and Cj , might be distinguishable, oth-
erwise, it might be ambiguous as shown in the figure
2. Note that the relation of DDR between Ci and Cj

is symmetric, that is, DDR(Ci, Cj) = DDR(Cj , Ci).

2.3 Class Ambiguity Ratio (CAR)

The Class Ambiguity Ratio (CAR) of Cj relative to
Ci is given as following:

CAR(Ci, Cj) =
CA(Ci, Cj)
CA(Ci, Ci)

. (2)

where CA(Ci, Cj) =
∑

k=1 Pi,j(k) ∗ 1
k2 is the Class

Ambiguity (CA) of class Cj relative to class Ci. The
function of 1

k2 is to evaluate the weighting of the in-
stances falling within the range of distances from k to
(k − 1) times values of SD(Ci) such that it decreases
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Table 2: The statistics of the experimental resources

Table 3: The parameters for LIBSVM achieve best
accuracy for each resource

as the distance to the centroid MCi
increases.

To normalize the value of CAR of Cj relative to Ci,
the value of CA(Ci, Ci) is used as the denominator
such that the values of the CARs are less than 1 be-
cause the probability of instances in Ci falling close
to MCi

is usually larger than that of instances in the
other classes. Intuitively, the larger probability of the
instances of Cj falling close to the centroid MCi , the
more ambiguous boundary of Cj related to Ci is. Note
that the relation of CA between Ci and Cj might not
be symmetric. That is, CA(Ci, Cj) 6= CA(Cj , Ci).

3 Experimental Results

The experimental resources includes ”Iris Plant”,
”Wine” and ”Glass Identification” [2] as shown in the
Table 2. Each instances is represented as an vector in
which the format of each attribute of that vector is the
same as in [3]. In this study, the cells were marked as
”yellow” in the table 4, 5 and 7 if their corresponding
values of hij is greater than 1 in this study. To achieve
the best classification accuracy using SVM classifier,
the program ”easy.py” in LIBSVM[3] was used for tun-
ing parameters, C and g, for the best classification
accuracy. The best accuracy and the corresponding
parameters achieved for each resource were listed in
the Table 3. We discussed the class ambiguities ac-
cording to each resource as following.

3.1 Iris Plant

The ”Iris Plant” was the most popular data sets for
machine learning since 2007. There are 3 types of
”Iris” as, ”Setosa”, ”Versicolour” and ”Virginica”. As
described in [2], one class is linearly separable from the
other 2; the latter are not linearly separable from each
other. As shown in Table 4, the values of DDR and

Table 4: The statistics of Iris Plant

Table 5: The statistics of Wine

CAR between two classes, ”Versicolour” and ”Vir-
ginica”, were 0.64 and 0.6, respectively. It showed
that the class boundary between ”Versicolour” and
”Virginica” might be ambiguous. This observation
coincided with that there were 2 instances of ”Ver-
sicolour” miss-classified to ”Virginica”.

3.2 Wine Recognition

As mentioned in [2], these data for ”Wine Recogni-
tion” are the results of a chemical analysis of wines
grown in the same region in Italy but derived from
three different cultivars. It was said that the ”Wine
Recognition” was a well posed problem with ”well be-
haved” class structures in a classification context. The
above statements coincided with the experimental re-
sults, as shown in the Table 5, that the value of DDR
is high(all above 1), the value of CAR is low (under
0.31), and the best accuracy achieved by SVM is as
high as 96.61%(= 57/59).
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Table 6: The description of class attribute of ”Glass
Identification”

3.3 Glass Identification

The study of classification of types of glass was mo-
tivated by criminological investigation[2] because, at
the scene of the crime, the glass left can be used as
evidence if it is correctly identified. The description of
class attribute of glass is given in the Table 6, and the
first 4 classes, c1, c2, c3 and c4 were ”window glass”,
the other were ”Non-window glass”. Note that c4 did
not exist in this resource. As shown in the Table 7,
among c1, c2 and c3, the values of DDR are low and
the values of CAR are high as comparing the values
of DDR and CAR to that among the other 3 classes,
c5, c6 and c7. It means that c1, c2 and c3 are highly
correlated with each other and this observation agrees
with the description in the Table 6 that c1, c2 and c3
are the same type of glass as ”window”.

Among the group of ”window glass”, on the other
hand, both of c1 and c3 were the types of windows
with float-processed, while c2 was that without float-
processed. It implied that c1 and c3 were closer to
each other than they to c2. The above statement
could be concluded from the experimental results that,
when comparing to the values of the other classes
in the row, the values of DDR(c1, c3)(the same as
DDR(c3, c1)) was 0.09 and was the smallest value; the
values of CAR(c1, c3) and CAR(c3, c1) were 1.09 and
0.87 which were the largest value in the corresponding
rows, respectively.

4 Conclusions and Dicussions

This works offer domain expertise an approach to ex-
amine the fitness of class structure if necessary. In this
paper, the values of Distinguishable Distance Ratios
(DDR) and Class Ambiguity Ratio (CAR) were pro-
posed to evaluate the ambiguity between classes in the
vector space model via Euclidean distance. To verify
whether these two values, DDR and CAR, could tell
the ambiguity or not, the confusion matrix H = (hi,j)
constructed by SVM classifier was computed. Each

Table 7: The statistics of Glass Identification

entry hij in H indicates the number of instances in
Ci that were miss-classified to Cj if i 6= j. That
is, the value of hij is expected to be high when the
value of DDR is low and the value of CAR is high in
this study. The experimental results showed that the
DDR and CAR did indicate the ambiguity between
classes when comparing to the contents of the confu-
sion matrix achieved by SVM classifier. To achieve the
best classification accuracy using SVM classifier, the
tool ”easy.py” in LIBSVM is used for tuning param-
eters, C and g, for the best classification accuracy.
Note that the SVM is one of well-known classifiers
achieving high classification accuracy.

There might be a problem using Euclidean dis-
tance in the vector space model when the dimen-
sion n is very large in some applications, e.g. text
classificatoin[5, 17], that the distances between two
instance vectors were almost the same. However, this
problem might be solved using the dimension reduc-
tion by Principle Component Analysis (PCA) or Sin-
gular Value Decomposition (SVD)[1]. On the other
hand, the centroid representation works well if the
classes are of the hyper-shperical shape. However, cen-
troids may not be suitable if classes are elongated or
are of other shapes[9]. It is our future work to exper-
iment with the resource vectors in higher dimension
and the other representation of class to make our con-
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clusions more robust.
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