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Abstract–Modeling TCP performance is an important
issue over the past decade. In this paper, we address how
to predict parallel TCP throughput as a function of feasible
network parameters without packet loss rate. The proposed
model consider all the TCP’s behavior in slow-start,
congestion avoidance, and fast retransmit and recovery
phase. The NS2 simulation results confirm the effectiveness
of the proposed model.
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1. Introduction

Transmission Control Protocol (TCP), which has been
described in IETF RFC793 [1] in 1981, is an underlying re-
liable data transfer protocol. It is widely used by many net-
work applications, including WWW, FTP, e-mail, and the
remote access. Recent measurement shows that from 60%
to 90% of today’s Internet traffic is carried by TCP [2]. The
behavior of TCP is therefore tightly coupled with the overall
Internet performance.

With the faster growth of the Internet traffic and the more
varied types of networks than the past, traditional TCP pro-
tocol has been challenged gradually for efficient transit.
Due to the widespread use of TCP, its performance mod-
eling has received a lot of attention in the literature [3].

On today’s Internet, the bandwidth delay product (BDP)
continues to grow. Higher BDP of the Internet is problem-
atic for TCP since its additive increase multiplicative de-
crease (AIMD) algorithm [4]. The AIMD algorithm be-
comes the performance bottleneck because of its slow re-
sponse on adjusting window size. There are two problems
described as follows. First, linearly increasing the conges-
tion window makes it grow slowly. That leads the con-
gestion window takes time to become large enough to fit
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the available bandwidth. Second, the congestion window
would be decreased dramatically due to loss events, like
timeout or received duplicated ACKs.

The AIMD algorithm has been shown to be a limiting
factor of TCP performance. To deal with such throughput
problem, the solutions can be divided into two categories.
One is to modify TCP congestion control. The other is par-
allel TCP.

Some proposals modify the behavior of TCP to over-
come the limitations of a single TCP connection, such as
FAST TCP [5], HS-TCP [6], BIC-TCP [7], H-TCP [8],
STCP [9], and LTCP [10]. By adjusting TCP control mech-
anism, they remove the restriction of the linearly increas-
ing window size, and reduce the impact of the loss events
which are not led by the congestion event. These TCP vari-
ants have successfully shown good performance in the uti-
lization of the high bandwidth network. However, they have
serious fairness problem with respect to the connections that
use standard TCP [11].

Another approaches are described about parallel TCP,
which creates multiple connections between a communica-
tion pair. Parallel TCP can achieve higher throughput than
a single TCP connection does because of the following two
reasons. First, the increase or recovery of parallel TCP’s
congestion window size can be fast to quickly fit the avail-
able bandwidth. Second, parallel TCP reduces the severity
of a congestion event. When the network becomes conges-
tion, it is probably that not all of the parallel TCP connec-
tions face the congestion lose.

Several applications use parallel TCP connections to in-
crease TCP throughput, such as Netscape browser and SRB
(Storage Resource Broker). Both GridFTP and XFTP are
the examples that support parallel data transfer in the com-
putational grids. Furthermore, some researches modify the
congestion control of parallel TCP to provide better fairness
with respect to single TCP connection. These modifications
are TCP-P [12], TCP/DCA-C [13], A-TCP-P [14], etc.

With the importance of parallel TCP, we focus on its
throughput prediction model. In order to derive the mod-



eling expression, we consider completely about parallel
TCP’s behavior in slow-start, congestion avoidance, and the
fast retransmit and recovery phase. Our aim is to find out
the throughput equation of parallel TCP under certain real
network parameters.

The rest of this paper is organized as follows. We begin
by reviewing related work in Section 2. In this section, we
present an overview of TCP throughput model. Section 3
presents the detailed development of the proposed model.
Firstly, we describe the assumptions those are used to con-
struct our model. Then build up the model. Section 4 we
evaluate the performance of the proposed model. Finally,
the conclusions and future work are given in Section 5.

2. Related Work

Modeling TCP performance is an important issue that
attracts research attention over the past decade. Lots of re-
searches used the network parameters to model the behavior
of TCP transfer to predict throughput [15] [16] [17] [18].
The main focus on this section is to show the evolutions of
two analytical TCP models described as follows.

Hacker, et al. present a model for the upper bound of the
throughput ofN parallel TCP connections [17]. Authors
assume thatMSS andRTT are stable across all TCP con-
nections. All of the connections are between two hosts, and
thus all connections have the equivalentRTT value when
the network remains congested. The throughput model can
be stated as:

Throughput ≤ MSS

RTT
[

1√
p1

+
1√
p2

+ ... +
1√
pN

], (1)

wherepi is the packet loss rate for connectioni. The upper
bound is useful when the network is not congested.

The second parallel TCP model we address here is pro-
posed by Wu, et al. [18]. This model shows the throughput
of each parallel TCP connection for the congestion avoid-
ance phase. Only congestive loss is considered. Authors
express the throughput model by the buffer size, bandwidth,
number of connections, and the delay time.

A simple dumbbell topology was used. LetB be the
bottleneck bandwidth,Q be the buffer size, andT be the
end-to-end round-trip delay. The maximum and minimum
values of the parallel TCP congestion window size can be
expressed as:BT+Q

2 ≤ ΣN
i=1Wi ≤ BT + Q. And the

throughput formula for each connection can be stated as:

Throughput =
3B

4N
× B2T 2 + 2BTQ + Q2

B2T 2 + BTQ + Q2
. (2)

The authors also make the following revisions to the ex-
pression of the duration time of transfer. Two round-trip
times (T ) are added for the delay of the congestion detec-
tion. Besides, oneT is added for the fast retransmit and

fast recovery. So we can get the revised expression of the
throughput formula as follows.

Throughput = 3B
4N × B2T 2+2BTQ+Q2+8NS(BT+Q)

B2T 2+BTQ+Q2+6NS(BT+Q) . (3)

This model can predict the throughput of parallel TCP
without knowing the packet loss rate. However, we examine
this model and find the predicted throughput is imprecise
whenB is large. For example, under the environment thatB
equals to 45Mbps,RTT is 0.1s,Q equals to BDP, andN is
set to 1 to 50, the average prediction is 37Mbps. In this case,
that of the simulated result used NS2 equals to 44Mbps.
The second case,B equals to 100Mbps,RTT is 0.1s,Q
equals to BDP, andN is 1 to 100, the average prediction is
83Mbps. In this case, that of the simulated result is 98Mbps.
It shows the huge bias is within this throughput model when
B is large.

The focus of this paper is to develop a parallel
TCP throughput model under feasible network parameters.
TCP’s behavior in all three phases are considered. Unlike
most analytic models, the proposed model does not need the
packet loss rate of the network. It may be practical for TCP
sources to predict the throughput. We discuss the proposed
model in the following section.

3. Proposed Model

In this section, the assumptions of our model will be
illustrated first. Then the developing of the model is de-
scribed in detail.

3.1. Assumptions

Our model is based on the TCP Sack that is widely used
on the current Internet. We assume a TCP source open all its
connections at the same time and always has data to send.
We also model TCP’s behavior in terms of rounds. A round
starts with the transmission of the current size of TCP con-
gestion window. In our model, the duration of a round is
equal to the round-trip time.

In our model, packets are lost in the cause of congestion.
We do not consider the effect of random loss. Besides, to
simplify the analysis, we assume all connections of a par-
allel TCP source perceive the loss event in the same round.
The way which TCP source detects packet loss is base on
receivingV duplicate ACKs.V usually be three. Based on
the above assumptions, we derive the parallel TCP through-
put expressions as follows.

3.2. Developing of the Model

We intend to derive parallel TCP throughput equations
which are expressed by real network parameters. The four



variables or parameters used in our model are defined as
follows. B is the bandwidth of the bottleneck link.T is the
end-to-end round-trip delay (without queuing time). The
drop-tail router with buffer sizeQ is in the bottleneck link.
N is the number of parallel TCP connections

We consider the behavior of parallel TCP behavior com-
pletely in three phases: slow-start, congestion avoidance,
and the fast retransmit and recovery phase. We defineY to
be the number of packets sent during whole transfer, andA
to be the duration of transfer. Then the throughput can be
shown as

Throughput =
Y

A
. (4)

3.2.1. Slow-Start Phase
The slow-start phase enables a TCP connection to dis-

cover the available bandwidth by gradually increasing the
amount of data injected into the network. Upon receiving
an ACK, the congestion window size is increased by one
packet, like Fig. 1.

Figure 1. Packets in transit during slow-start
for a TCP connection.

Let USS be the number of rounds in the slow-start phase
(from 0th to (USS -1)th round). We useYSS to indicate the
total data sent in the slow-start phase. All the connections
of parallel TCP exponentially increase their congestion win-
dow size, and we have

YSS = N(20 + 21 + ... + 2USS−1) = N(2USS − 1), (5)

whereN is the number of parallel TCP connections.
The congestion window of each TCP connection in

the slow-start phase expands exponentially until one of
the following two events occur. One is the value of
congestion window size reaches the slow-start threshold
(SSTHRESH). At this time, it leaves slow-start phase
and enters congestion avoidance phase. The other packet
loss event happens. This moment the network becomes
congestion and the total congestion window size of parallel
TCP in slow-start will approximate the value ofB×T +Q.
So we get:

N × (2USS−1) = min{N × SSTHRESH, B × T + Q}.
(6)

Then the number of rounds in slow-start phase can be ex-
pressed as follow:

USS = min{1+log2(
B × T + Q

N
), 1+log2(SSTHRESH)}.

(7)
Let TSS denote the period time during the slow-start phase.
To simplify the analysis, we assume that the time length
of each round in slow-start phase is equal toT . That is,
TSS = USS × T . According to Eq. (7), we get that:

TSS = T+min{log2(
B × T + Q

N
)T , log2(SSTHRESH)T }.

(8)
Finally, we have gottenYSS andTSS to be part of our

model. We next extend our model to include parallel TCP
behaviors in the congestion avoidance phase.

3.2.2. Congestion Avoidance Phase
In congestion avoidance (CA) phase, the congestion win-

dow of each connection grows linearly. The increasing rate
of parallel TCP’s congestion window isN times faster than
that of a single TCP connection. We specify the evolution
of congestion window for parallel TCP in Fig. 2.

Figure 2. The evolution of the congestion win-
dow for parallel TCP in CA.

It is sure that all connections of parallel TCP may
not perceive the loss event immediately. To simplify the
analysis of the model, we assume that parallel TCP takes
another round to perceive the loss. Let (UCA + 1) be the
number of rounds in CA (for0th to U th

CA round). Consider
the congestion window evolution of parallel TCP in each
round. That is:

For the0th round ,CWND = B×T+Q
2 .



For the1th round,CWND = B×T+Q
2 + 1×N.

...

For the(UCA − 1)th round,
CWND = B×T+Q

2 + (UCA − 1)×N = B × T + Q.

In our model, we assume the network pipe is filled with
the packets in(UCA − 1)th round. So the congestion win-
dow in (UCA − 1)th round must beB × T + Q. Thus, we
can get that:

UCA =
B × T + Q

2N
+ 1. (9)

The total data sent in CA is the sum of congestion window
in each round. It can be expressed as:

YCA =
UCA + 1

2
× (B × T + Q + N × UCA). (10)

We consider the durationTCA for parallel TCP in transit
in CA. The durationTCA consists of the following :

te : the time period that queue is empty.
tq : the time period that queue is built up.
tQ : the time period that queue is full.

During data transit in CA, when the congestion win-
dow size of parallel TCP grows fromB×T+Q

2 to B × T ,
the bottleneck queue should be empty. So that the num-
ber of rounds during the duration that queue size is null is
B×T−B×T+Q

2
N + 1 = B×T−Q

2N + 1. And the length of each
round isT . Considering that the queue may not be empty
during the whole CA. In this casete may equal to zero. we
get that:

te = max{0, T × (
B × T −Q

2N
+ 1)}. (11)

There are some packets accumulating in queue when the
congestion window of parallel TCP is growing fromB × T
to B × T + Q . Then the number of round during packets
queuing in buffer isB×T+Q

2N − B×T−Q
2N = Q

N . The length
of each round consists ofT and the packet queuing time.
That is:

tq = {(T +
N

B
) + (T +

2N

B
) + ... + (T +

Q
N ×N

B
)}.

By the equation given above, we have:

tq =
Q× (2B × T + N + Q)

2NB
. (12)

The buffer is full in the last round in CA, so that:

tQ =
B × T + Q

B
. (13)

TCA is gotten by add upte, tq, andtQ, from Eq. (11), Eq.
(12), and Eq. (13), that is:

TCA=max{ 2BT (Q+N)+Q(3N+Q)
2NB ,

BT (BT+Q+4N)+Q(3N+Q)
2NB }.

(14)
Now we have gottenYSS andTSS above to be part of

our model. We next extend our model to include parallel
TCP behaviors in the fast retransmit and recovery phase.

3.2.3 Fast Retransmit and Recovery phase
We consider parallel TCP connections where all loss

indications are due toV duplicate ACKs. When TCP
perceives the loss event, it means that TCP source re-
ceive V duplicate ACKs. In this moment, the value
of SSTHRESH becomes half of the congestion win-
dow, and the value of congestion window is equal to
SSTHRESH.

During the fast retransmit and recovery phase, the size
of send window is increased by one packet every time an
duplicate ACK is received. The process is continue until
successfully retransmission and then go back to the conges-
tion avoidance phase.

Our model is based on TCP Sack. Since TCP SACK
option field in ACKs report noncontiguous blocks of data
which have been received correctly. We assume that after
retransmit, TCP costs just another single round waiting for
successful retransmit. So the duration of the fast retransmit
and recovery phase is that:

TFF =
B × T + Q

B
. (15)

We also assume that each connection lossesX number of
packets in the end of CA. So the total packets sent in the
fast retransmit and recovery phase is that:

YFF = (B × T + Q + N)− V N −XN. (16)

From Eq. (4), Eq. (5), Eq. (8), Eq. (10), Eq. (14), Eq.
(15), and Eq. (16), we finally derive our model as following:

Throughput =
YSS + m× (YCA + YFF )
TSS + m× (TCA + TFF )

. (17)

Form is the number that the congestion avoidance phase
and the fast retransmit and recovery phase during parallel
TCP transit. It is related to the length of transfer time. If
the total transmitting time is long enough, the influence of
the slow-start phase can be negligible. So the model can be
expressed as:

Throughput =
YCA + YFF

TCA + TFF
. (18)

In next section, we prefer using Eq. (17) to do accurately
performance analysis. The throughput predicted by our
model will be compare with the one simulated by NS2.



4. Performance Evaluation

In this section, we present the performance evaluation in
detail. We compare the results predicted by the proposed
model against the simulated results used NS2 [19].

Figure 3. Topology for simulations.

4.1. Topology and Setting

We perform all the experiments using the dumbbell net-
work topology shown in Fig. 3. We employ TCP SACK for
all parallel TCP connections. Parallel TCP traffic goes from
the source nodeS to the destination nodeD. R0 andR1

are drop-tail routers. Link L2 is the bottleneck link. Both
L1 and L3 are access links between the end nodes and the
routers. Each simulation time is 300 seconds. All parallel
TCP connections start simultaneously in the beginning.

The setting of the parameters in our model is described
as follows. Let the segment size equal to 1KB and
SSTHRESH equal to 32KB. We setX to be one, that
is, there is one packet loss in the end of CA for each con-
nection. We setV to be three, it means that the packet loss
indication is based on the receipt of triple duplicate ACKs.

We perform the parallel TCP on these typical bottleneck
links such as T1(B=1.54Mbps), T3(B=45Mbps), and the
broadband network(B=100Mbps). Our model behaves sim-
ilarly on each of them. Since the limitation of the space in
the paper, we disclose just T3 case of the experimental re-
sults in detail as follows.

4.2. Simulations on different buffer sizes

This subsection presents the results of our model and that
of NS2 simulation on different buffer sizes. In order to eval-
uate the impact on the buffer size, we measure the perfor-
mance under two different circumstances. One is the buffer
size is enough (equals to BDP). The other is the buffer is
limited. We present the experimental results with a vary-
ing number of parallel TCP connections. Figure 4 plots the
aggregated throughput of the model and that of NS2 simu-
lation as a function of the number of parallel TCP connec-
tions. The details of them are described as follows.

Figure 4(a) is the results which is on T3 bottleneck link
with limited buffer size 50KB. The bandwidth of L1 and L3
are both 100Mbps.RTT is set to 0.1s. The difference ra-
tios in the throughput between the model and the simulation

(a)Q=50KB

(b) Q=BDP

Figure 4. Achieved throughput by the model
and NS2 simulation on B=45Mbps and
RTT=0.1s with different buffer sizes.

are in the range of 0% to 5.8%. From the graph, it is easy
to see that the available bandwidth is not fully used. The
bandwidth utilization in Fig. 4(a) is less than 88%. Espe-
cially with N equal to 1, the utilization of simulated results
only equal to 76%. From the result we can find that paral-
lel TCP can be more efficiently to utilize the bandwidth than
the single TCP connection. The utilization of the bandwidth
is raised whileN is increased.

Figure 4(b) is the results which is on T3 bottleneck link
with the enough buffer size that equals to BDP. The band-
width of L1 and L3 are both 100Mbps andRTT is set to
0.1s. In comparison with that of Fig. 4(a), the results of the
proposed model in Fig. 4(b) are much similar to the sim-
ulated ones. Except the result withN equal to 1, the dif-
ference ratio in the throughput between the model and the
simulation is less than 1.5%. It is easy to see that our model
performs well on the circumstance with enough buffer size.

Both in Fig. 4(a) and Fig. 4(b) withN equal to 1, it
shows that the model predicts the throughput with a cer-
tain difference. We attribute the difference to the reason as



(a)T=0.03s (b)T=0.05s

(c) T=0.08s (d)T=0.1s

Figure 5. Achieved throughput by the model and NS2 simulation on B=45Mbps and Q=BDP with
different RTTs.

follows. When the number of parallel TCP connection is
small, the congestion window of each connection becomes
large. Thus, the number of the lost packets within a lost
event may be huge. It may be hard for a TCP source to re-
transmit them successfully in a single round. However, we
assume in the model that all the lost packets retransmitted
in a single round to simplify the analysis.

4.3. Simulations on different RTT s

This subsection depicts the results of our model and that
of NS2 simulation in different end-to-end round-trip delay
(RTT ). In order to evaluate the influence onRTT , we mea-
sure the performance under four different length ofRTTs:
0.03s, 0.05s, 0.08s, and 0.1s. We present these experimental
results with a varying number of parallel TCP connections.
Figure 5 plots the aggregated throughput of the model and
that of NS2 simulation as a function ofN .

Figure 5(a) is the results which is on T3 bottleneck link

with RTT equal to 30ms. The bandwidth of L1 and L3
are both 100Mbps. The maximum percentage of the differ-
ence between the model and the simulation is 5%. From the
graph, it is easy to see that withN growing, a small differ-
ence is performed between the results of the model and that
of the simulation. It is due to the violation of the assump-
tion in our model that all connections suffer the loss event
in a round. Actually, not all connections of the parallel TCP
perceive the loss in the same round. Some connections may
not experience the loss event since other connections have
reacted and cut the congestion window in half.

Figure 5(b) and Fig. 5(c) are the results which are both
on T3 bottleneck link with the differentRTT equal to 50ms
and 80ms respectively. The bandwidth of L1 and L3 are
both 100Mbps. In comparison with Fig. 5(a), the results
of our model in Fig. 5(b) and Fig. 5(c) are much similar to
that of the simulation. It represents the trend that our model
predicts the behavior of parallel TCP accurately whenRTT
becomes large.



The results withRTT equal to 100ms is shown in Fig.
5(d). Except the prediction onN to be 1, the predicted
throughput is almost equal to the result of the simulation.
The maximum percentage of the difference between them
is 1%. The appearance of the small difference withN equal
to 1 has described above in subsection 4.2.

Overall, our model can be used to predict the parallel
TCP throughput. As a result, this model is quiet suited in
the circumstances with large buffer size and longRTT . It
is significant since parallel TCP performs well in the higher
BDP network. Besides, no need to the packet loss rate
makes our model toward practical.

5. Conclusions

We have shown a throughput prediction model for par-
allel TCP in this paper. The model captures the essence of
parallel TCP’s behavior in slow-start, congestion avoidance,
and the fast retransmit and recovery phase. It expresses
throughput as a function of the feasible network parameters,
such as the bandwidth, end-to-end round-trip delay, buffer
size, and the number of connections that parallel TCP used.
Packet loss rate is not needed in our model because of its
hard obtain for a TCP source on the Internet. We have com-
pared our model with the simulated results used NS2. Our
model provides the throughput prediction and try to match
the observed behavior in most case of the scenario. It is
fairly suitable in the case of high BDP network which par-
allel TCP is much significant on it.

Our future work remain as follows. We plan to investi-
gate the maximal parallelisation of parallel TCP. A few of
researches start to focus the issue about parallelisation. We
intend to study the maximum parallelisation for the parallel
TCP to compute the proper amount of connections, to fully
utilize the bandwidth of a transmission path. Furthermore,
we intend to design a mechanism to retrieve the network pa-
rameters that are needed in our throughput model. By the
aid from the routers along the transmission path, a parallel
TCP sender may acquire the necessary parameters and then
compute the proper amount of connections that can be set
up between a traffic pair. The mechanism will realize the
maximum parallelisation theory of the parallel TCP.
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