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Abstract 

In this paper, a facial expression 
recognition system based on CMAC 
(Cerebellar Model Articulation Controller) 
with a clustering memory is presented. 
Firstly, the facial expression features were 
automatically extracted and preprocessed 
from given still images in the JAFFE 
database in which the frontal view of faces 
were contained. A 2D DCT was then used to 
focus the key information of expression 
characteristics in order to decrease the size 
of images. Thirdly, a block size of the lower 
frequency of DCT coefficients is rearranged 
as input vectors with binary manner to send 
into the proposed CMAC that can rapidly 
obtain output using non-linear mapping with 
a look-up table in training or recognizing 
phase. Finally, the experimental results 
demonstrated recognition rates with various 
block size of coefficients in lower frequency 
and learning rates to show promising 
recognition results. 
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1. Introduction 

Human being is a social animal and 
their facial expressions play a significant 
role in communication. Facial expressions 
are facial movements in response to the 
internal affective state, psychological state, 
and cognitive activity of a man. In recent 
years facial expression recognition has 
become an active research topic and a 
number of methods have been proposed in 
the literature [1-3, 7-9, 13, 14].  

Ekman and Friesen [10, 11] proposed 
six basic emotions, the standard of 
classification of recognition, that possess 
each a distinctive content together with a 
unique facial expression in 1971 [10] and 
developed the well-known Facial Action 
Coding System (FACS) for facial expression 
description [2, 11]. The FACS provided 46 
Action Units (or AUs) to describe any facial 
expression of human being and indicates 
eyebrows, eyes and mouth are the key 
feature for facial expression recognition [7, 
14]. 

The two dimensional discrete cosine 
transform (or 2D DCT) is often used in 
signal and image compression, because it 
can concentrate the most of signal 
information into low frequency components. 
It also had been utilized in 2D facial 
expression recognition in recent years. In 
references 7 and 14, they used the entire 
facial image to obtain lower-frequency 2D 
DCT coefficients and used to train a neural 
network. 

The most of neural networks spend 
more time at training phase except CMAC 
which proposed by Albus [4-6]. CMAC is a 
supervised neural network of associative 
memory based on table look-up method. The 
advantages of CMAC are fast learning, 
simple computation, local generalization, 
non-linear mapping, and can be easily 
implemented by the hardware. In this paper, 
a new recognition technique is proposed, 
which used the 2D DCT over the entire face 
image as a facial expression feature 
extractor and the CMAC with clustering 
memory as a classifier. The proposed 
recognition system used the CMAC with 
clustering memory in order to speed up the 
processing time of training and recognition 
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phases.  
The paper is organized as follows. 

Section 2 gives a brief review of the 
traditional CMAC architecture. Following, 
2D DCT to extract facial features and the 
CMAC network used to the facial 
expression recognition are presented in 
Section 3. Section 4 describes the 
preprocessing to de-noise and normalize the 
face images for feature extraction. The 
experimental results will be demonstrated at 
section 5. Finally, Section 6 gives the 
conclusions 

2. The traditional CMAC neural 
network  

The architecture of the traditional 
CMAC, as shown in Fig. 1, is essentially a 
four level with three subsequent mappings 
supervised neural network. The first one 
projects each vector  in input space s
X into co-relational t cell in virtual 
associative memory A  with a non-linear 
mapping function . )(sS

AXS
sS )(

: ⇒                         (1) 

where X and A are -dimensional input 
vector space and the total number of cells 
respectively. 

S

The second mapping utilizes the hash 
coding technique to compress the values of 
associative memory space A  into the 
address in physical memory spaceW , for 
reducing the memory space.  

WAH
tH )(

: ⇒                         (2) 

where [ ]pwwwW ,,, 21 L=  is -
dimensional address space or weight vector. 

is a non-linear mapping function. is 
an arbitrarily chosen association coefficient 
which is the important property of the 
CMAC network called generalization 

parameter. The CMAC weight adjustment 
can be defined as 
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where yyd ,,β  and g are the learning rate, 
expected output, existent output, and 
generalization constant respectively. The last 
mapping sums up all of the weight values in 
physical memory Y as the output  of 
CMAC.  
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where  is the weight and  is the 
mapping function for the ith component of 
an input vector. 

iw )(sSi

 
3. The 2D DCT and the proposed 

CMAC network 

The facial expression recognition 
system based on 2D DCT and the CMAC 
network with a clustering memory, as shown 
in Fig. 2, is proposed in order to recognize 
facial expression, in which a difference 
image by subtracting a neutral image from a 
given expression image was obtained as an 
input vector of the CMAC. The difference 
images retain the key characteristics of 
recognition, but they still have an amount of 
data. The 2D DCT is often used in reducing 
the size of data, because it has a powerful 
compression property, that is, most of the 
signal information tend to be concentrated in 
a few low-frequency DCT coefficients.  

The formula of 2D DCT was used as 
following 

 
1,...,2,1,0, 21 −= Mkk       (5) 
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where  is the gray-level of 2D 
difference image. Therefore, a square of the 
magnitudes of low-frequency 2D DCT 
coefficients (

),( jip

1,,1,0,:),( 2121 −= LkkkkX L ) 
was quantized into a size of  bits 
of binary number and represented as an -
bits input vector to be fed into the proposed 
CMAC network. 

NLS *2=
S

An -bit input vector is encoded to 
quantize into  clusters which including 

 bits, namely , for extending the 
input space without overlap. The output 
layer is -layer parallel memories to 
memories  facial expressions. In training 
phase, an -bit test input vector only 
excited and adjusted the weight in the ith 
address by encoding, quantizing the excite 
weights in proper memories, and then sum 
up the exciting address. The weight can be 
adjusted with the steeping descent rule as 
follows: 

S
c
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and  

η            (8) 

where dyE ,,η , and are the error function, 
learning rate, expected output, and existent 
output respectively. The CMAC network 
used in this paper was successfully applied 

to the character recognition in 2005 [13]. 

y

In recognition phase, an output value 
for all objects is obtained by exciting the 
weight memories of all layers, and the 
output value “1” is represented the input 
vector recognized. 

for  0k ≠
 

otherwise 

4. Preprocessing for facial feature 
extraction 

As shown in Fig. 3(a), the images in the 
JAFFE database contain the frontal view of 
face of Japanese females which are included 
the variant contrast, noises, and angle of 
heads. Therefore, the images were needed 
preprocessing to normalize and extract the 
facial expression features for locating the 
eyes at the same horizontal line to yield a 
“head-in-the-box” format image as shown in 
Fig. 3(f). The partially preprocessing steps 
are described as follows. 
Remove noises: First of all, we had to 
remove noises from the image and used 
median filter to remove noise and preserve 
edges simultaneously [12]. It replaced the 
pixel value with the median of the gray 
levels in the neighborhood of that pixel. The 
filtering result is shown in Fig. 3(b).  
Enhance the contrast: Enhancement refers 
to increasing or sharpening of image 
features, like contrast, boundaries, edges, etc. 
As shown in Fig. 3(c), logarithmic 
transformations were used frequently for 
image enhancement and also employed on 
this paper [12]. Log transformation maps a 
narrow range of low gray-level values in the 
input image into a wider range of output 
levels, so it shows considerable ability to 
compress the dynamic range of images with 
large variations in pixel values 
Detect the face edge: Edges carry a lot of 
information about the various regions in the 
image. We utilized Sobel operator to find out 
the edge of face in the image and the result 
is shown in Fig. 3(d). Sobel method is a 3*3 
neighborhood based gradient operator and 
has superior noise-suppression characteris-
tics [12]. 
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Rotate the image: The images in database 
have various angles of heads, so this step is 
to rotate the image by an angle θ− , 

⎥⎦
⎤

⎢⎣
⎡

−
−

=
lcrc
rrlrarctanθ                   (9) 

where  are the left-eye row and 
column coordinates and  are the 
right-eye row and column coordinates 
respectively. The rotated result is shown in 
Fig. 3(e). 

( , )lr lc
( , )rr rc

Crop the image: FACS decomposed various 
facial actions into the related muscle 
activities and it provides the main features 
of facial expression relative to the neutral 
face. This step is to crop the size of 256*256 
images into the small images which only 
have the main expression features including 
eyebrows, eyes and mouth for obtaining the 
good difference image that only contain the 
distinguish feature between expression and 
neutral. As shown in Fig. 3(f), the two eyes 
and mouth are taken as the reference points 
to place the eyes of all of the images at the 
same horizontal line and to cut them into a 
size of 104*104 manners, which preserves 
the relative feature positions on the face.  

5. Experimental results 

The facial express patterns were 
obtained from JAFFE database and the 
experiments were simulated in a Pentium-IV 
personal computer by using of the language 
MATLAB. 
Facial expression database: The four facial 
expressions (neutral, happy, sadness and 
surprise) of 10 Japanese female models in 
JAFFE database were used in our 
experiments. Each person was recoded three 
or four images for each expression. The size 
of each image is 256*256 pixels. In our 
simulation experiments, two images of each 
expression were used for network training 
and the remainder images were used for 
testing, namely 60 subjects for training and 

30 subjects for testing. After preprocessing 
phase, all of the images were already 
normalized and cropped the size into 
104*104. The JAFFE database was also 
used in references 3, 8, 9, 15, and 16. Fig. 4 
shows the samples of cropped images from 
the JAFFE database. 
The CMAC with clustering memory:  Three 
factors will affect recognition rate in our 
experiments. First, the 2D DCT transforms a 
difference image, obtained by subtracting a 
neutral image from a given expression 
image, from a spatial domain into the 
frequency domain where the lower-
frequency coefficients keep the crucial and 
relevant information of recognition. It is 
important to determine the block size  of 
the lower-frequency DCT coefficients 
because it yields a great quantity training 
data and obtained better recognition rate 
with a large memory if the block size is 
large and opposite situation if block size  is 
small. Therefore, we quantized the different 
block size of lower-frequency coefficients to 
binary numbers of bits 
as an input vector and sent to the proposed 
CMAC network. Each input vector had 10 
runs with varied initial value of weights 
memory that is encoded to quantize into the 
various cluster size. The results of 
experiment, shown in Table 1, reveal that the 
size of 8*8 is the best block size because it 
is not only obtained a better recognition rate 
(93.33%) but also use less memory than the 
block size of 14*14.  

2L

)20(*2 == NNLS

The second factor is the cluster size. 
The proposed CMAC encoded the 

bits input vectors to 
quantize to c  cluster which containing 

bits, that is, 

)20(*2 == NNLS

b bcS *= . If the cluster size is 
small, the CMAC will have more clusters. 
That is the components of error in exciting 
weights will be distributed on more places in 
memory. Then the error will not clearly 
affect the output to obtain better recognition 
rate. Therefore, the used CMAC has the 
capacity of tolerate or against learning 
interference to promote the recognition rate. 
Table 1 shows the recognition rate with 
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various cluster size and the model of 4-bit 
cluster yields better recognition rate about 
93.33%.  

The last factor is learning rate. The 
gradient descent is very slow with a small 
learning rate as well as the gradient decent is 
rapid and oscillates widely if the learning 
rate is bigger. The different learning rates 
also influence the recognition rate, as shown 
in Table 1; learning rate with a value of 0.05 
could obtain better recognition rate about 
93.33%. 

Finally, we take a closer look at better 
performance of the proposed CMAC that 
correspond to the block size of 8*8 with a 4-
bit cluster is selected, and a suitable learning 
rate is 0.05. Tables 2, 3, and 4 demonstrate 
that the confusion matrix for three 
expressions of better recognition rate about 
93.33% obtained by the used CMAC with a 
4-bit cluster and the block sizes 8*8, 12*12, 
and 14*14 respectively.  

6. Conclusion 

To sum up, from the experiment results 
lead to the conclusion that the facial 
expression characteristics had been 
automatically extracted and cropped the 
frontal view of face images in the JAFFE 
database from 256*256 to 104*104 for 
reducing the size of images. The 2D DCT 
transform difference image from spatial 
domain to frequency domain to yield an 8*8 
block of lower frequency coefficients as the 
input signals that were quantized as a binary 
manner and fed into the CMAC. Finally, the 
CMAC used a proper size of 4-bit cluster 
and a learning rate 0.05 has successfully 
obtained a better recognition rate about 
93.33%.  
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Fig. 1: Architecture of the traditional CMAC 
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Fig. 2: Architecture of the facial expression recognition of CMAC with clustering memory 
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      (a)                (b)               (c) 

         

      (d)                 (e)               (f)  

Fig. 3: The results of preprocessing: (a) original image, (b) removed noises, (c) enhanced 
contrast, (d) detected edges, (e) rotated image, and (f) cropped image 

 

    

    

Neutral Happy Sadness surprise 

Fig. 4: samples of cropped image of the JAFFE database 
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Table 1 Recognition rate versus the block size, cluster size, and learning rate obtained testing 
the proposed CMAC 

Testing Recognition rate of different block size. Cluster size Learning rate 
14*14 12*12 8*8 6*6 

0.005 83.33% 86.67% 83.33% 76.67% 
0.05 83.33% 83.33% 80% 76.67% 

10 bits 

0.15 70% 76.67% 70% 63.33% 
0.05 93.33% 90% 90% 90% 5 bits 
0.15 93.33% 86.67% 73.33% 86.67% 
0.05 93.33% 93.33% 93.33% 86.67% 4 bits 
0.15 93.33% 90% 86.67% 86.67% 

 

Table 2 Confusion matrix of each expression obtained from the best recognition rate 93.33% 
(the size 8*8 of block and the size 4-bit of cluster size) 

 Happy Sadness surprise 
Happy 10 0 0 
Sadness 0 10 0 
surprise 1 1 8 
Mean recognition rate 93.33% 

 

Table 3 Confusion matrix of each expression obtained from the best recognition rate 93.33% 
(the size 12*12 of block and the size 4-bit of cluster size) 

 Happy Sadness surprise 
Happy 10 0 0 
Sadness 1 9 0 
surprise 1 0 9 
Mean recognition rate 93.33% 

 

Table 4 Confusion matrix of each expression obtained from the best recognition rate 93.33% 
(the size 14*14 of block and the size 4-bit of cluster size) 

 Happy Sadness surprise 
Happy 10 0 0 
Sadness 1 9 0 
surprise 1 0 9 
Mean recognition rate 93.33% 
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