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Abstract 

Since the operations of sensors in a wireless 
sensor network mainly rely on battery power, power 
consumption becomes an important issue. To extend 
the network’s lifetime, many power-aware routing 
protocols have been designed to evenly distribute 
packet-relaying loads among nodes to prevent the 
overuse and abuse of battery power of any node. In 
this paper, we will consider the problem of searching 
for multiple routing paths between multiple source 
sensors and the single sink in a wireless sensor 
network such that the maximum of all the node’s 
power consumptions is as small as possible. We will 
first show such a problem to be NP-complete. Next, 
based on Dijkstra’s algorithm, an efficient heuristic 
algorithm is developed for the difficult problem. 
Computer simulations verify that the suboptimal 
solutions generated by our heuristic algorithm are 
very close to the optimal ones obtained by linear 
programming techniques. 
 
Keywords： NP-Complete, Power-Aware, Routing 
Algorithm, Sensor Network. 
 
1. Introduction 

 
A wireless sensor network (WSNET) is formed 

by a large number of tiny sensing devices (or called 
sensors) [8] [14]. A sensor in a WSNET can generate 
as well as forward data, which are gathered from 
every sensor’s vicinity and will be delivered to the 
single remote base station (or called the sink). Two 
sensors in such a network can communicate directly 
with each other through a single-hop routing path in 
the shared wireless media if their positions are close 
enough. Otherwise, they need a multi-hop routing 
path to finish their communications. In a multi-hop 
routing path, the data packets sent by a source sensor 
are relayed by several intermediate sensors before 
reaching the sink. WSNETs are useful in a broad 
range of environmental sensing applications such as 
vehicle tracking, seismic data, and so on. 

The research of WSNETs has attracted a lot of 
attention recently [8] [14]. In particular, since 
WSNETs are characterized by their limited 
battery-supplied power, extensive research efforts 
have been devoted to the design of power-aware 
routing protocols [8] [14]. At present, several 
efficient power-aware routing protocols have been 
developed, such as LEACH [5], Directed Diffusion 

[2], Energy Aware Routing [10], and MLDA & 
MLDR [6]. Most of the existing power-aware routing 
protocols are designed primarily to maximize the 
lifetime of WSNETs. (One of the common definitions 
of the network lifetime is the time period from the 
beginning of the network operation to when one of 
the nodes exhausts its battery power).To achieve the 
goal, the key mechanism adopted by many current 
power-aware routing protocols is either to evenly 
distribute packet-relaying loads to each sensor to 
prevent the battery power of any sensor from being 
overused [9] [12] or to minimize the total 
transmission power consumption of the entire 
WSNET [8] [14]. Let us use Figure 1 to illustrate the 
difference between the two strategies. In Figure 1(a), 
each node is supposed to possess the same battery 
power of 100. The number next to each link 
represents the power to be consumed when one data 
packet is delivered through the link. There are three 
source sensors (

1s
v ,

2sv , and 
3sv ) and one sink node 

sink  in the network. Every source sensor wants to 
send one data packet to the sink. Now, if we use the 
shortest path strategy, as shown in Figure 1(b), the 
network’s total transmission power consumption will 
be 

v

(5 5) (3 5) (5 5) 28+ + + + + =  and the network’s 

lifetime   will   be        
min{20,33,20,6} 6.= =  If we use another strategy, as 

shown in Figure 1(c),  the network’s total 
t r ansmiss ion  power  consumpt ion  wi l l  be 
(7 6) (3 5) (8 6) 35+ + + + + =  and the network’s 

lifetime will be                                

min{14,33,12,16,20,16} 12= = . In the two situations, it 
is easy to observe that a smaller total transmission 
power does not imply a longer network lifetime, 
exemplified by the first strategy. On the other hand, 
we discover that when the power consumptions of 
nodes even out, the associated network’s lifetime will 
be longer, as the later strategy shows. In this paper, 
we will take the approach of leveling each node’s 
power consumptions as a starting point. 

In WSNETs, the basic operation is the periodic 
gathering and transmission of sensed data packets to 
the sink for further processing [8] [14]. To be more 
specific, during a period of time (called a round), the 
sink first broadcasts a query for its interested data, 
then the sensors which posses the appropriate data 
(called the source sensors) deliver their data packets 
to the sink. Obviously, it is possible that a lot of 
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source sensors want to communicate with the single 
sink simultaneously. In this paper, we will consider 
the problem that given multiple source sensors and 
the single sink in a WSNET, find a routing path 
between each source sensor and the single sink such 
that the maximum of all the node’s power 
consumption is as small as possible, namely, the 
power consumption of each node is as even as 
possible. Undoubtedly, the resulted lifetime of 
network is extended. We will name the problem as 
the bottleneck power-aware many-to-one routing 
(BPAMOR) problem. In this paper, we will first show 
the BPAMOR problem to be NP-complete. Then, 
based on Dijkstra’s algorithm, an efficient heuristic 
algorithm with low time complexity is developed for 
the difficult BPAMOR problem. Finally, by computer 
simulations, we verify that the suboptimal solutions 
generated by our heuristic algorithm are very close to 
the optimal ones obtained by linear programming 
techniques. 
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Figure 1: An example to illustrate the BPAMOR 

problem. 

 

 

The rest of the paper is organized as follows. In 
Section 2, a formal definition of the BPAMOR 
problem is given. In Section 3, the BPAMOR 
problem is shown to be NP-complete. In Section 4, 
an efficient heuristic algorithm for the BPAMOR 
problem is proposed. In Section 5, the performance of 
our heuristic algorithm is evaluated through 
simulations and compared to the optimal solutions. 
Lastly, Section 6 concludes the whole research. 
 
2. The Definition of our BPAMOR 

Problem 
 

In this section, we will introduce our some 
assumptions, notations, and definitions. A formal 
definition of our problem in terms of these notations 
and definitions will also been stated. In the following, 
the term “node” is synonymous with the term 
“sensor” and the term “link” is synonymous with the 
term “communication channel”. 
Assumptions 

The following states some important 
assumptions used in our research. 
(1) We assume that the wireless sensor network’s 
topology would not change, i.e. no sensor gets move 
[1] [7] [13]. 
(2) We only consider the transmission power and 
ignore the reception power [3]. 
(3) We assume that the required transmission power 
to establish a communication channel between any 
two sensors  and y is the same. In other words, x

( , ) ( ,x y y xc v v c v v )< > = < > , where and ( ,x yc v v< )>
 ( , )y xc v v< > denote the minimal transmission power 

required by sensors  and y to establish 
communication channels  and 

x
,x yv v< >

,y xv v< > , respectively [3]. 
(4) We assume that when a data packet passes 
through a link, the transmission power consumption 
associated with the link can be an arbitrary value, i.e., 
can be independent of the Euclidean length of link [1] 
[3]. 
Traffic Model and Data Aggregation 

In the following, we will define a round as a 
period of time in which the sink first broadcasts a 
queue for its interested data, then the source sensors, 
which posses the related data, deliver their data 
packets to the sink. We assume that during each 
round, each source sensor generates one data packets 
to be transmitted to the sink.  

Data aggregation has been recognized as a useful 
routing paradigm in WSNETs [14]. The main idea is 
to combine data packets from different sensors to 
eliminate redundant messages and to reduce the 
number of transmissions such that the total 
transmission power of network is saved. One of the 
simplistic data aggregations is that an intermediate 
sensor always aggregates multiple incoming data 
packets into a single outgoing data packet. In the 
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following, for simplicity, we will deal with our 
BPAMOR problem without data aggregation. In fact, 
as discussed in [6], data aggregation is not applicable 
in all sensing environments. 
Problem Formulation 

We represent a WSNET by a weighted graph G = 
(V, E), where V denotes the set of sensors and the 
sink, and E denotes the set of communication links 
connecting the sensors or the sink. For E, we define a 
t ransmiss ion  power  consumpt ion  func t ion        
β : RA→ + that assigns a nonnegative weight to 
each link in the network. The value β (i, j) 
associated with link (vi, vj)  E represents the 
transmission power that one data packet will 
consume on that link. For E, we define a data packet 
flow function 

∈

:f E I +→ . The value ( , )i jf v v  
denotes the number of data packets passing through 
link ( , . For V, we define a node power 
c o n s u m p t i o n  f u n c t i o n  

)i jv v
:V Rα +→ . 

Thus,  represents the 
( , )i jv v E∈

total ransmission power that node  will consume 

( ) ( , ) ( , )i i j jv f v v v vα β= ×∑
iv

V

i

during a round. 
Under the BPAMOR problem we are 

considering, q routing paths originating from q 
source sensors 

is  in the WSNET have to be 
connected to the sink sink

v V∈
v ∈ . Our target is to find 

the q routing paths such that the maximum of all the 
node’s transmission power consumptions in G  is 
minimized. 

Based on these notations and definitions, we 
can now formally describe the BPAMOR problem in 
our paper: given a weighted graph G=(V,E), q source 
sensors 

is
v  and the sink sink , 

is siv , nkv v V∈ , a 
transmission power consumption function β : → E

+R , find a set of q routing paths such that the 
maximum of all the node’s transmission power 
c o n s u mp t i o n s  i n   i s  m i n i m i z e d ,  i . e . , G

( ){ }max
i

iv G
vα

∈
 is minimized. 

As an illustration of the above definitions and 
notations, let us consider the example shown in 
Figure 1. In Figure 1(a), let sensors

1s
v , 2sv , and 

3sv  
be the source sensors and sink be the sink, 
respectively. The number next to a link represents the 
transmission power consumption of the link. If we 
use the shortest path strategy, we can see the result 
shown in Figure 1(b), and the node with maximal 

v

transmission power is  and the value is 15. If we 2
use some strategies instead of the shortest path 
strategy, as shown in Figure 1(c), we can see that the 
node with maximal transmission power is 

3

v

sv  and 
the value is 8. Therefore, we aim at designing 
efficient routing algorithms to minimize the 
maximum of all the node’s transmission power 
consumptions. Basically, this implies a longer 
network lifetime can be obtained.  
 

3. The Complexity of our BPAMOR 
Problem 

 
In this section, we will show that our BPAMOR 

problem is NP-complete. 
To prove our BPAMOR problem to be 

NP-complete, first let us restate it in its decision 
version as follows: given a weighted graph G=(V,E), 
q source sensors 

is
v  and the sink sink , 

is sink

v
, Vv v ∈ , a transmission power consumption 

function β : → E +R , a constant p , find a set 
of q routing paths such that the maximum of node’s 
transmission power consumption in  is less than 
or equal to , i.e., 

c

G
pc ( ){ }max

iv G∈
For simplicity, in what follows, we will not 

  . ≤ pcivα

distinguish the decision version and the optimal 
version of the BPAMOR problem when no ambiguity 
arises. 

Next, let us introduce the 3-Dimensional 
Matching (3DM) problem [4]. 
Instance: A set M⊆W X Y× × , where W, X, and Y 
are disjoint sets having the same number q of 
elements. 
Question: Does M contain a matching, that is, a 
subset M ′ ⊆ M such that M ′ = q and no two 
elements of M ′  agree in any coordinate?  
This problem was shown to be NP-complete by Karp 
[4]. Now, we will use it to prove the following 
theorem. 
Theorem 1. The BPAMOR problem is NP-complete. 
Proof. First, the BPAMOR problem can be easily 
seen to be in the class NP. We next transform the 
3DM problem to the BPAMOR problem in 
polynomial time. Let the sets W, X, Y, with 

qYXW === ,  and  be 
an arbitrary instance of 3DM. Let the elements of 
t h e s e  s e t s  b e  d e n o t e d  b y 

YXWM ××⊆

{ }1 2, , , qW w w w= " { }1 2, , , , qX x x x= " { }1 2, , , , qY y y y= "  
and { }kmmmM ,,, 21 "= , where Mk = . 

We construct an instance of the BPAMOR 
problem as follows: For each element i  of W, the 
corresponding weighted graph G = (V, E) has a source 
sensor 

iw  (1

w

v ≤ i≤ q). Similarly, for each ix  and 
i , G has sensors and 

iy , respectively. In 
addition, the sink node  is put into G. Thus, V 
= { } {

1 2 qx x x } 
{

1 2
} { sink }. If 

( ,

y
ixv v

sinkv
1 2
, , ,

qw w wv v v… ∪ , , ,v v v…
∪ , , ,

qy y yv v v… ∪ v
iw jx , k )y ∈ M, then there exist one edge 

,
i jw xv v< >  between nodes 

iw  and 
j
, and one 

edge 
j kx y

v xv
,v v< >  between nodes and 

ky . 
Furthermore, we connect each node to the sink 

. Thus, the edge set E = { : if 
( i ,

jxv v
kyv

sinkv ,
i jw xv v< >

w jx , k )y ∈ M } {∪
j kx y< > : if 

( i , j

,v v
w x , k )y ∈M } {∪ sinkkyv v,< >：k =1, 2,…, q }. 

Each sensor node i  is assumed to have an amount v
( ) 1ivα =  of residual power capacity. All the edges 

have a transmission power consumption of 1 when 
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one data packet traverses it. Finally, let 1pc = . The 
constructed G is illustrated in Figure 2. It is easy to 
see that this transformation can be finished in 
polynomial time. 
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Figure 2: An illustration of Theorem 1. 
 
We next show that a feasible solution for the 

BPAMOR problem exists in G if and only if the set M 
contain a matching M ′ . First, suppose M contain a 
matching, that is, a subset M ′ ⊆M such that 
M ′ = q and no two elements of M ′  agree in any 

coordinate. If  ( ) Myxw kji ′∈′′′ ,, , then we let  
i kw x  be a routing path in G for source 

sensor 
i

. Since 
( sink, , , )yv v v v′ ′ ′

wv ′
j

qM =′ , there are q routing 
paths each of which is for a different source sensor 

iw . Since no two elements of v M ′  agree in any 
coordinate, these routing paths are pairwise 
node-disjoint except their common sink node. 
Because they are pairwise node-disjoint, any link 

 belongs to at most one of these q paths. 
Therefore, for each link , 
( , )i jv v

( , )i jv v E∈ ( , ) 1i jf v v ≤ . 
Similarly, any node i  belongs to at most one of 
t h e s e  q  p a t h s .  S o ,  f o r  a n y

v
iv V∈ , 

( , )
( , ) 1

i j

i j
v v E

f v v
∈

≤∑ . Then, for any , we have iv V∈

( , ) ( , )
( ) ( , ) ( , ) 1 ( , ) 1

i j i jv v E
. As a 

result . Thus, these q routing 
i i

v v E
j i jv i j f v v f v vα β

∈ ∈

= × = × ≤∑ ∑
max{ ( )} 1i pv cα ≤ =

iv V∈
paths form a set of feasible routing paths for the 
corresponding general BPAMOR problem in . G

Next, suppose we have a solution for the general 
BPAMOR problem in the weighted graph G. Let 

1 2, , , qP P P"  be one of the possible solutions in . G
Because , max{ ( )} 1

i
i pv V

v cα
∈

≤ = ( ) 1ivα ≤  for each 

node . Furthermore, each link has a transmission iv
power consumption of 1, and each node i  belongs 
to at most one routing path

v
lP  (otherwise, 

i( ) 1vα > ). 
Thus routing paths 1 2, , , qP P P"  are pairwise 
node-disjoint except their common sink node. Let 

( )1 2, , ,t qP P P P∈ "  and sink( , , ,
t

)P v v v v=
t tj kt w x y , 

then i( ), ,
i jt t . Clearly 

kt
w x y M ′∈ M ′ = q and no two 

elements of M ′  agree in any coordinate. Thus, M ′  
is a matching and M ′ ⊆ M. This completes our 

proof of NP-completeness. ▓ 
When a problem is proved to be NP-complete, 

the follow-up quest will be to search for various 
heuristic algorithms and evaluate them by computer 
simulations. In the next section, we will design an 
efficient heuristic algorithm for our BPAMOR 
problem. 
 
4. An Efficient Heuristic Algorithm 

for the BPAMOR Problem 
 

In this section, we will propose a heuristic 
algorithm for the BPAMOR problem. This algorithm 
is based on the shortest-path concept, and we call it 
the BPAMOR algorithm. The basic idea of our 
BPAMOR algorithm is as follows: we improve the 
shortest-path concept by attempting to adjust each 
routing paths to reduce the maximum of node’s 
transmission power consumption. To be more specific, 
we firstly find a set of shortest paths from each 
source sensor to the sink by using Dijkstra’s 
algorithm. Then we modify each routing path by 
removing the sensor node with maximal transmission 
power consumption in the network if the required 
condition is matched. Figure 3 shows the pseudocode 
of our BPAMOR algorithm. 

In line 2, A  is the set of source sensors and the 
sink. maxα  denotes the maximum of node’s 
transmission power consumption in the network. 
Initially, we set the value of maxα , ( )ivα , and 

'( )ivα  to be zero, where ( )ivα is the transmission 
power consumption of each sensor i  and v '( )ivα  
is its temporary value. Line 4 to line 6 are to find the 
shortest path i  from each source sensor 

i
r sv  to the 

sink by using Dijkstra’s algorithm. Line 7 to line 9 
compute the transmission power consumption 

( )ivα  for each node i . Line 10 and line 11 select 
the node zv  with maximal transmission power 
consumption in the network and set ma

v

xα  to be 
the maximum value. Line 12 to line 30 are the 
process of adjusting each routing path. During the 
process of adjustment, we first select the sensor node 

z (here we set y zv v v= ), which has the maximal 
transmission power consumption, and remove it form 
the network temporarily. Next we check whether this 
sensor  node  is  on the routing path of zv

sink( ,
isv v )  or not. If the removed sensor node  

is on the routing path of , we will re-find 
another routing path  from 

zv
sink( , )

isv v
'

ir isv  to  in 
. 

sinkv
'G

The checking operations are shown from line 15 to 
line 17. After finishing the checking, from line 18 to 
line 22, we will re-computer the transmission power 
consumption '( )ivα  for each sensor node . Line iv
25 compares the present  maximum of the 
transmission power consumption '( )zvα  with the 
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Input:  G = ( V , E ), a residual power capacity 

function :α V R+→ , a transmission power   
consumption function β : E R+→ ,  
source sensors 

q
is

v  and the sink 
 sinkv sink, ,

isv v V∈
Output:  is the maximum of node’s 

transmission power consumption in the 
netwrok  is the routing path 
for each source sensor 

αmax

, 1,2,...,ir i q∈

isv  respectively.  
1. begin 
2. ;   

1 2sink sink sink{( , )( , ),......, ( , )}
qs s sA v v v v v v=

0max =α ;  
3. for each  do {Vvi ∈ 0)`()( == ii vv αα ;}  

end of for loop 
4. for each sink( , )

isv v A∈  do 
5.   find the routing path  with the smallest      

total transmission power between  and 
 by Dijkstra`s algorithm; 

ir
isv

sink
6. end of for loop  

v

7. for each  do i
8.    for each  do {if 

r
Vv j ∈ ikj rvv ∈),(  

   then ),()()( kjjj vvvv βαα += ;} 
 end of for loop 

9. end of for loop 
10.  find the node  whose zv

)}({max)( iVvz vv
i

αα
∈

= ; 
11.   )(max zvαα = ; ; 'G G=
12.  do 
13.    ' ' zG G v= − ; zy = ; 
14.         for each  do sinkis
15.   if ( r  includes ) 

( , )v v A∈
i

16.   { 
zv

17.  find the routing path in             
with the smallest total 
transmission power between 

 and  by Dijkstra`s 

'ir `G

is si
                 algorithm; 

v nkv

18.   for each  do Vv j ∈
19.   '( ) ( )j jv vα α= ; 
20.     if  then  `( , ) 'j k iv v r∈

''( ) '( ) ( , )j j jv v v vkα α β= + ; 
21.     if ,(  then  ikj rvv ∈)

'( ) '( ) ( , )j j i kv v v vα α β= − ; 
22.   end of for loop 
23.       find the node  whose  'zv

'( ) max{ '( )}
i

z iv V
v vα α

∈
= ; 

24.          'max' ( )zvα α= ; 
25.          if (max' max )α α<   

{ ; 'i ir r=
( ) '( )iv ivα α= }end if  

26.   } 
27.   end if 
28.     end of for loop 
29.     find the node  whose  zv

)}({max)( iVvz vv
i

αα
∈

= ; )(max zvαα = ; 
30.  while( zy ≠ ) 
31.  output α , r i, 1, 2,...,i q= ; 
32. end of the algorithm 
Figure 3: The pseudocode of our BPAMOR algorithm. 

 
previous one ( )zvα . If the present one is smaller 
than the previous one, we will replace the old routing 
path  by the new routing path  and replace the ir

'
ir

( )ivα  by '( )ivα ; Otherwise, nothing to do. After 
finishing the checking process for each routing path 

i sinkis z
with maximal transmission power consumption in the 
present status. All the above steps are repeated until 
the sensor node y  is equal to the new sensor 
node z . Because as the new sensor node z  is 
equal to the original sensor node y , nothing will 
happen in the following adaptation loops. Finally, we 
output the transmission power consumption 

r  of ( , , we search a new sensor node  )v v v

v
v v

v

( )ivα  
of each sensor node  and each routing path , 
where 

iv ir
1,2,...,i q= . 

Example 
We will explain the operation of our BPAMOR 

algorithm by using Figure 4. In Figure 4(a), let nodes 

1s
v , 2sv , and 

3sv  be the source sensor nodes and 
nodes  is the sink node. The number next to 
each link represents the power to be consumed when 
one data packet bypasses this link. Firstly, we execute 
the Dijkstra’s algorithm from each source sensor to 
the sink to find its shortest path, as shown in Figure 4 
(b). From Figure 4 (b), we can notice that the node 
with maximal transmission power consumption is 

 and we set 

sinkv

2v 2zv v= (here we also set y zv v= ). 
Next, we will remove the  from the network 
temporarily and do the process of adjustment. 
Because the sensor node  is on the routing path 

, we have to modify the routing path . The new 
routing path  decreases the maximum of node’s 
transmission power consumption in the network, 
therefore we replace the routing path  by the new 
routing path  which is shown in Figure 4(c). The 
processes of modification for routing path  and 
routing path  will follow the same principle, 
which are shown in Figure 4(d) and Figure 4(e). 
From Figure 4(d), we notice that the maximum of 
node’s transmission power consumption increases 
due to the replacement of new routing path , we 
will use the old routing path  instead of new 
routing path . The modification of  is similar 
with . After the process of modification, we can 
get a new sensor node v  with the maximal 
transmission power consumption in the network. In 
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is not equal to  (yv
2sv

yv
2v

= ), we will continue our line 
12 to line 30 loop and reset the node . At this time, 
the node  has been removed temporarily last 
round, we can’t do any modification in this round, 
and therefore end our algorithm. From Figure 4(f), 
the node with maximal transmission power 
consumption is 

3sv  and the value maxα  is 8. 
Recall that, if we use the Dijkstra’s algorithm directly, 
the result is shown in Figure 4(b), and the node with 
maximal transmission power consumption is  and 
the value 

2v
maxα  is 15. 
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Figure 4: An illustration of our BPAMOR 
algorithm. 

 
5. Computer Simulations 

 
In this section, we will conduct computer 

simulations to evaluate the performance of our ILP 
formula [11] and our BPAMOR algorithm in terms of 
maximal node’s transmission power in the network 
and the execution time.  
 Our computer simulations will be divided into 
three different simulation environments. In each 
simulation environment, we will observe the impact 
of one of the three parameters: the number of total 
links, the size of WSNET, and the structure of 
WSNET, on performance of our BPAMOR 
algorithm.  

In our first simulation environment, the total 
number of links will be varied and its influences will 
be observed. The environments in our first simulation 
are set as follows: the WSNET consists of 50 sensor 
nodes located in a 100× 100 m2 area randomly. The 
transmission power consumption of each links is set 
from 1 to 20. The number of source sensors is set to 
20. We will vary the total number of link from 10×n, 
15×n, 20×n, to 24×n (where n is the total number of 
sensor nodes and 24×n means that the network is a 
complete graph). Notice that we neglect the 5×n 
because the execution time of ILP is too long (at least 
3600 seconds each experiment). From Figure 5(a), 
we see that the maximal node’s transmission power 
consumption is decreasing with the increasing of the 
total number of links. This is because the more links 
exist in the network, the more routing path can be 
used for different source sensors. Figure 5(b) shows 
the execution times. The result of Figure 5 reveals 
that although ILP can get the optimal solution, the 
long execution time is its disadvantage. 

 
 
 
 
 

 

 
 
 

(a) The effect of the total number of links on the maximal node’s 
transmission power consumption in the network 

 
 
 
 
 
 

 

(b) The effect of the total number of links on execution times 

Figure 5：The first computer simulations. 



 
In our second simulation environment, the total 

number of nodes will be varied and its influences will 
be observed. The environments in our second 
simulation are set as follows: the WSNET consists of 

 sensor nodes located in a 100 100 mn × 2 area 
randomly. The transmission power consumption of 
each link is set from 1 to 20. The number of source 
sensors is set to 20. The total number of links is set 

( 1) /N N× − 4 , where n is the total number of sensor 
nodes. We will vary the total number of sensor nodes 
from 30, 40, 50, 60, to 70. From Figure 6(a), we see 
that the maximal node’s transmission power 
consumption is decreasing with the increasing of the 
total number of sensor nodes. The impact of total 
number of sensor nodes is similar with that of total 
number of links. Figure 6(b) shows the execution 
times. We find that ILP needs more execution time to 
obtain the better performance. 
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(a) The effect of the size of network on the maximal node’s 

transmission power consumption in the network 

0

200

400

600

800

1000

1200

1400

1600

30 40 50 60 70
total number of nodes

ex
ec

ut
io

n 
tim

es
 (s

)

the BPAMOR
algorithm
ILP

 
(b) The effect of the size of network on execution times 

Figure 6：The second computer simulations. 
 

In our third simulation environment, the structure 
of WSNET will be varied and its influences will be 
observed. We will change the structure from 20(10), 
30(15), 40(20), 50(25), to 60(30) (where 20(10) 
means there are 20 sensor nodes and 10 source 
sensors in the WSNET). The transmission power 
consumption of each link is set from 1 to 20. The 
total number of links is set , where n is 

the total number of sensor nodes. We observe that the 
performance of our BPAMOR algorithm keep static 
with the different structures of WSNET in Figure 7(a). 
That is, our BPAMOR can get a stable effect in any 
structure of WSNET. Figure 7(b) is the execution 
times. 
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(a) The effect of the structure of network on the maximal node’s 
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(b) The effect of the structure of network on execution times 
Figure 7：The third computer simulations. 

 
6. Conclusions 
 

In this paper, we have discussed the BPAMOR 
problem. We have shown the BPAMOR problem to 
be NP-complete. Based on Dijkstra’s algorithm, an 
efficient heuristic algorithm with low time 
complexity has been proposed to solve the difficult 
BPAMOR problem. Finally, by computer simulations, 
we have verified that the suboptimal solutions 
generated by our heuristic algorithm are very close to 
the optimal ones found by an optimal ILP program. 
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