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Abstract
In this paper we study the development of mul-

tiple classifier systems in the Chinese text cate-
gorization. Our objective is to develop efficient
techniques to combine the strength of well-known
classifiers such as linear classifiers, decision trees,
Bayesian methods, neural networks, and support
vector machines. We have experimented with Chi-
nese documents from the Central News Agency
and from the Web Openfind. Experiments show
that our approaches significantly improve the clas-
sification accuracy of individual classifiers for Chi-
nese text categorization as well as for web page
classification.

Keywords: Classifier Combination, Multiple
Classifier, Text Categorization.

1 Introduction

In recent years we have seen a tremendous growth
of online text documents on the Internet, digital
libraries and news sources. Effective location of in-
formation on these huge resources is difficult with-
out good indexing as well as organization of text
collections. Automatic text categorization, which
is defined as the task of assigning predefined class
(category) labels to text documents, is one of the
main techniques that are useful both in organiz-
ing and in locating information in huge text col-
lections from, for example, the Internet. Many
approaches such as linear classifiers [14], decision
trees [19], Bayesian methods [18], neural networks
[18] and support vector machines [7, 24], have been
extensively studied and used to implement classi-
fier systems for text categorization as well as for
web page classification. Although a lot of efforts
have been spent on each these methods, we are

reaching the limit of further performance improve-
ment.

Multiple classifier systems which aim to com-
bine the strength of individual classifiers to im-
prove overall performance, have been widely stud-
ied recently [9, 11, 26]. Multiple classifier systems
have been successfully applied to various appli-
cations such as handwritten numerals recognition
[11]. We believe multiple classifier systems can
be a viable alternative in text categorization espe-
cially for situations in which the performance of
individual classifiers is poor, for example, catego-
rizing web pages in web portals.

There are two different strategies, coverage op-
timization and decision optimization [10], to de-
signing a multiple classifier system. In coverage
optimization, a large committee of weak classi-
fiers (learners) is generated, each classifier trained
on a different bootstrap sample of the training
data. Higher probabilities are given to instances
which are most often misclassified in the subse-
quent samples so that a specialized classifier that
puts more focus on misclassified instances is gen-
erated. After training process, the committee’s
weighted vote determines the class label of a new
instance. Boosting [8] and Bagging [4] are two of
the successful committee training methods. There
is a empirical evaluation of Bagging and Boosting
in [15].

In decision optimization, the committee usually
consists of a small number of already trained clas-
sifiers. The operation of the committee can be
either combination-based or selection-based. In
combination-based approaches, a combining clas-
sifier is used to determine the class label of a new
instance from outputs from committee members.
In selection-based approaches, a selecting classi-
fier is trained to select a classifier for each new
instance from the committee, which can best clas-
sify the new instance.
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Figure 1: A general model of meta-learner

In this paper, we focus on developing effi-
cient combination-based multiple classifier sys-
tems, and develop efficient techniques to combine
the strength of well-known classifiers such as lin-
ear classifiers, decision trees, Bayesian methods,
neural networks, and support vector machines
which have been extensively studied. We compare
five simple aggregation methods and two meta-
learning methods. An aggregation method is like
the voting method which aggregates the outputs
of the base classifiers to decide which class should
be assigned to a new instance. Each of the base
classifier is trained with a set of raw training data.
However, as shown in Fig 1, the meta classifier is
trained with mete-level training data which are
the outputs of the base classifiers. The meta clas-
sifier does not aim at picking the best base classi-
fier; instead it tries to combine the predictions of
the classifiers by learning their biases because the
combination is useful only if there is disagreement
[15]. The training set(meta-level training data or
meta data) for the meta classifier varies accord-
ing to the levels of information available from the
various classifiers [28]. In this paper, we use the
unique class label predicted by base classifier be-
cause it is the basic information which every clas-
sifier should provide.

We have two Chinese data sources, one from the
Central News Agency(CNA) [1] and another from
the Web Openfind [2] for experiments in this paper
. There are 12 classes from CNA, and the training
data and the testing data consist of 55257 docu-
ments and 5007 documents, respectively. From
the web Openfind, we use the web pages at the
leaf nodes of that web whose directory is a hier-
achical structure. There are 80 classes from the
Openfind, and we use 10097 and 4411 web pages
for the training data and the testing data, respec-
tively. Experiments show that our approaches sig-
nificantly improve the classification accuracy of in-
dividual classifiers for texts classification (CNA)

as well as web page classification (Openfind).

The remainder of this paper is organized as fol-
lows. Section reviews related base classifiers .
Section describes our approaches to classifier com-
bination. Section gives experimental results. Sec-
tion gives conclusions and further researches.

2 Related Base Classifiers

In this paper we have seven individual classifiers
as base classifiers. They are Rocchio, Widrow-
Hoff, K-Nearest Neighbor, Naive Bayes, decision
trees, Neural Network, and Support Vector Ma-
chines. We briefly describe these base classifiers
for completeness as follows.

2.1 Rocchio

Rocchio [14] is a batch algorithm for training lin-
ear classifiers. The main idea of linear classifier is
to construct a feature vector as one representative
Gi for each class Ci (category). To classify a re-
quest document X , in this paper, we compute the
cosine similarity between X and each representa-
tive Gi, and assign X to the class whose represen-
tative has the highest degree of cosine similarity
with X .

For each class Ci, linear classifier computes pro-
totype vector Gi = (gi,1, . . . , gi,n), where n is
the dimension of the term space and each ele-
ment gi,j corresponds to the weight of the jth

term of Gi. Rocchio compute Gi is as ~Gi =
∑

I∈PK
I

|PK | − η

∑

I∈NK
I

|NK | where PK is the set of posi-

tive instances, NK is the set of negative instances,
and η is the parameter to adjust the relative im-
pact of positive and negative instances.
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2.2 Widrow-Hoff

Widrow-Hoff [14] is an online learning algorithm
for training linear classifiers. It runs through the
training example one at a time to update a weight
vector at each step.

We denote weight vector before the ith train-
ing example by wi. Initially, the weight vector is
set to all zeros, w1 = (0,...,0). At each step, the
new weight vector wi+1 is computed from the old
weight vector wi using training example xi with la-
bel yi. The jth component of the new weight ector
is computed as ωi+1,j = ωi,j − 2η(ωi · xi − yi)xi,j

The parameter η > 0 is the learning rate which
controls how quickly the weight vector ω is allowed
to change, and how much influence each new ex-
ample has on it.

2.3 K-Nearest Neighbor

K-Nearest Neighbor is a lazy learning algorithm.
Unlike other machine learning algorithms, it
doesn’t have the training phase. When a new in-
stance comes, we calculate the cosine similarity of
the new instance with every instance in the train-
ing set. We rank the training instances by their
cosine similarity at descending order. Then the
top k instances are selected for determining the
category of the new instance. For each instance
at the top k rank, we add its cosine similarity to
the category it belongs. Then we assign the new
instance to the category with the highest summa-
tion of cosine similarity.

2.4 Decision Tree

Decision tree learning [18] is a practical method for
inductive inference. A decision tree based classi-
fication learning consists of two steps, tree induc-
tion and tree pruning. In tree induction step, a
tree is induced from the given training set. In
tree pruning step, the induced tree is made more
concise and robust by removing any statistical de-
pendencies on the specific training data set. Tree
induction consists of two phase at each of the in-
ternal nodes. First phase makes a splitting deci-
sion based on optimizing a splitting index. We call
this phase the splitting determining phase. The
second phase is called the splitting phase. It splits
the records into children nodes based on the deci-
sion made. The process stops when all the leaves
have records bearing only one class label.

2.5 Neural Networks

The study of artificial neural network has been
inspired in part by the observation that biological

learning systems are built of very complex webs of
interconnected neurons.

In this paper we use three-layer network model
[18] with input layer, hidden layer and output
layer. We use the Backpropagation algorithm [16]
to update our weights. The Backpropagation al-
gorithm contains two phase, Forward phase and
Backward phase. In the Forward phase, we will
compute the values of each output layer unit by
the weights on the arcs. In the Backward phase,
we update the weights on the arcs by gradient de-
scent method [16].

2.6 Support Vector Machines

SVMs (Support Vector Machines) [23] is a new
machine learning method invented by Vapnik and
his group at AT&T Bell Laboratories in 1995.
The main idea of SVMs is to separate the classes
with a surface that maximizes the margin be-
tween them. Given a set of training examples
(xi,1, xi,2, ..., xi,n), i = 1, . . . , l and we can define
the class label yi as follows:

yi =

{

1 if xi is in class 1
−1 if xi is in class 2

2.7 Naive Bayes

Naive Bayes (NB) probabilistic classifier is com-
monly studied in machine learning [18, 29]. The
basic idea of NB is to use the joint probabilities of
terms and classes to estimate the probabilities of
classes given a document.

3 Classifier Combination

In this paper we compare five simple aggregation
methods and two meta-learning methods. Note
that we define a single-method classification as
level-0 classification and the one generated by
combining method: level-1 classification. These
methods are described as follows.

3.1 Voting

Voting or Majority Voting [13] is the simplest and
intuitive aggregation method. It classifies a doc-
ument to the class with maximum counts of class
predictions of classifiers. There is an assumption
that the results of level-0 classifiers should be di-
verse if using Voting method. For example, we
have three level-0 classifiers {h1, h2, h3} and con-
sider a instance X . If these three classifiers are
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identical (i.e., not diverse), then when h1 is wrong,
h2 and h3 will also be wrong. However, if the er-
rors made by the classifiers are uncorrelated, then
when h1 is wrong, h2 and h3 may be correct, so
that a majority vote will correctly classify X .

3.2 Maximum Precision

We use the class precision of each level-0 classi-
fier as the scoring function. One classifer with
high precision on a specific class means that it
performs good prediction on that class. We esti-
mate the class precision of each classifier by eval-
uating performance with the validation set which
are derived from the training data. Note that the
training data are divided into a training set and
a validation set to avoid the overfitting problem
[18].

3.3 Behavior Knowledge
Space(BKS)

Many methods of classifier combination assume
that classifiers are independent to each other for
simplicity. To avoid this assumption, we use the
knowledge space derived from the decisions of all
classifiers on each learned sample.

Let (L1,..., Ln) be the class labels assigned to
the instance X by classifiers F1,. . ., Fn, respec-
tively. Every possible combination of class labels
is an index regarded as a cell in a look-up table
(BKS table) [12]. The table is designed by using
the data set Z (joint-distribution of the class la-
bels). Let zj be an instance in the data set Z,
and it is placed in the cell indexed by F1(zj),. . .,
Fn(zj). Each entry in the BKS table is one of
the following: a single class label (the one that is
most often encountered amongst the element Z in
the cell); no label (the cell is empty because no
element of Z had the respective combination of
class labels); or a set of tied class labels (if more
than one class have the same highest number of el-
ements in this cell). The decision for an instance
X is made according to the class label of the cell
indexed by F1(X),. . ., Fn(X). Ties are broken
randomly.

3.4 Weighted Voting

As voting method mentioned in section , it is not
reasonable to give the same weight to each base
classifier. Therefore, we give different weights for
joining the class decision according to each classi-
fier. There are studies about the weighting meth-
ods in [11, 17]. In this paper, we use the precision
on each class evaluated with the validation set as
the weight of base classifier.

From another point of view, we could adjust our
weighted voting method by taking the probability
model into consideration. We have the precision
of one class as the probability that the instance X
is correctly predicted on that class. Assume that
the precision of a classifier Fi on class k is Pik, the
probability which Fi mispredicts on class j will
be 1 − Pik . If two classifiers, Fi and Fj , predict
the instance to class k, the probability which they
both make mistakes on class k is (1 − Pik) ∗ (1 −
Pjk). Note that we assume that each classifier will
make errors independently.

3.5 NB Combination

The Naive Bayes(NB) classifier is one of level-0
classification and calculates the related probabil-
ity for classification as introduced in Section . Be-
cause our meta-level training data are the pre-
dicted class labels which are the so-called nomi-
nal data [27], we can’t use that class labels as a
numeric value and need some modifications when
applying it to meta-level(level-1) classification.

In NB combination method, we calculate the
score(probability) of each class with our weighted
voting method. We simply calculate scores of
the classes which level-0 classifiers predict. In
the level-0 training data, a document X is rep-
resented as (t1, .., tn). However, for the level-1
training data, a document X is represented as
(f1, . . . , f|F |) where fi is the predicted class la-
bel of level-0 classifier Fi. Therefore, we have

P (X |Ck) =
∏|F |

j=1 P (fj |Ck).
The term P (fj |Ck) is defined as P (fj |Ck) =

1+|{Fj(d)=fj |d∈Ck}|
|class|+|Ck|

, where |class| is the number of

classes in the training set and we have it to prevent
the zero value of |{Fj(d) = fj |d ∈ Ck}|.

Due to the independent assumption between
base classifiers, we have the following equation
as P (X |Ci) = P (F1 = f1, F2 = f2, ..., F|F | =

f|F ||Ci) =
∏|F |

j P (Fj = fj |Ci) We denote P (Fj =
fj |Ci), where fj is the class label predicted by
Fj , as the weight of Fj in class Ci. Because

the term
∑|C|

j=1 P (X |Cj)P (Cj) is the same among
these classes, we assign the class label whose
P (X |C)P(C) value is the maximum to document
X .

3.6 Decision Tree

The input data set of the decision tree method
used for level-1 classifier and for level-0 classifier
is different. In level-0, we give the document
vectors as (t1, .., tn) of training set to the
decision tree classifier. However, in level-1,
we use vectors {F1(x), F2(x),..., Fn(x)} where
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Fi(x) is the predicted label by level-0 classifier Fi.

4 Experimental Results

4.1 Transferring Chinese Docu-
ments into Vectors

The process of transforming Chinese documents
into vector representations consists of term extrac-
tion [5, 21, 22], term selection [30], term cluster-
ing [3]. Considering term extraction, there are
two main different model to vectorize Chinese
texts: the n-gram-based model, and the word-
based model [6]. In [6], Chiu has done an exten-
sive comparison for both models for categorizing
Chinese texts, and concluded that n-gram-based
models perform almost equally well with word-
based models. In order to avoid the situation in
which a document might contain none of the se-
lected terms, term selection will select a suitable
large set of terms which may require large amount
of computation time and memory in classification.
We then perform term clustering to further reduce
the dimension of the vector space. Via the combi-
nation of term selection and term clustering, the
dimension of term space can be greatly reduced
such that the computation of Chinese text cate-
gorization is more practical and efficient [25].

4.2 Performance Measure

We use the Micro-Accuracy and the Macro-
Accuracy for our performance measure.
The Micro-Accuracy measure is defined as

follows:Micro − Accuracy =

∑|C|

i=1
.Hi,i

∑|C|

i=1
|Ci|

where Ci

is the set of instances belonging to class i and
Hi,j is the number of instances belonging to class
Ci predicted to class Cj .

In order to see the bias situation [25] that some
classifiers prefer large classes than small classes,
we use Macro-Accuracy for our classifier combina-
tion experiments. The Macro-Accuracy measure

is defined as follows:Macro−Accuracy =

∑|C|

i=1
Ri

|C|

where |C| is the number of classes, Ri is the recall
of class i.

4.3 Data Source

In the paper we have two data sources, one from
the Central News Agency(CNA) [1] and another
from the Web Openfind [2] for experiments. We
give preliminary statistics of data sets that are

used later, and briefly explain the preprocessing of
Chinese documents which transforms a document
into a vector in the vector space model. Note that
we also do experiments on the other variations of
this two data sets according to different term ex-
traction methods or different numbers of selected
term as disscussed in [6, 26]. However, we didn’t
list those results here for simplicity.

The CNA news articles spanning a period of
one year, from 1/1/1991 to 12/31/1991, as the
training data, and a period of one month, from
1/2/1992 to 28/2/1992, as the testing data. There
are 12 classes from CNA. The training data con-
sists of 55257 news documents and the testing data
consist of 5007 news documents. Note that the
training data are divided into a training set, 2/3
of the training data, and a validation set, 1/3 of
the training data, to avoid the overfitting prob-
lem [18]. Considering the CNA news, we extract
terms by bigram model and select 36000 terms
with highest χ2 statistic measure [30], then clus-
ter there terms into 4500 groups via distributional
clustering [3, 20].

From the web Openfind consisted of 80 classes,
we use the web pages at the leaf nodes of that web
whose directory is a hierachical structure. We use
10097 web pages for the training data and 4411
ones for the testing data. After term extraction
and term selection, we choose 20000 terms from
this data set.

4.4 Performance Comparison

In this section, we show the performance improve-
ment by comparing the base classifiers with our
combining methods, including Voting, Maximum
Precision, BKS, Weighted Voting, NB Combina-
tion and Decision Tree.

Table 1 and Table 2 show the result on the CNA
news data and web directory data, respectively. In
Table 1, almost all the level-1 classifiers, no mat-
ter with combining training set or validation set,
achieved better accuracy, above 78%, than 77.53%
which was the value of the best accuracy achieved
by the kNN among the level-0 classifiers.

In Table 2, among the level-1 classifiers, the
Weighted Voting achieved the best accuracy,
68.28%, that was better than the accuracy,
61.73%, that was the best accuracy achieved
by the WindrowHolf among the level-0 classi-
fiers. The other level-1 classifiers, except the
WindrowHolf, at least achieved similar accuracy,
about 61%, to that achieved by the WindrowHolf.
Note that the difference between ”weighted vot-
ing” and ”weighted voting 2” is that the former
used the precision of each class to be the weight
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of classifiers and the latter used what we modify
to obey the probability model.

In Table 1 and Table 2, voting, naive bayes and
our weighted voting methods all outperform the
best level-0 classifier, especially these method are
very simple. Combining methods, such as Maxi-
mum precision and Decision Tree, might fall into
the overfitting problem. This situation was simi-
lar to that of SVMs which achieved accuracy on
training sets are over 95%.

In order to see the bias situation that some clas-
sifiers prefer large classes than small classes, we
evaluate the value of macro accuracy as follows.
Table 3 and Table 4 show the macro accuracy
of single methods and combination methods, re-
spectively. We can see that the macro accuracy
of our combination methods are stable. Unlike
the single-method ones, our combination meth-
ods don’t prefer to assign instances to the classes
which are larger than others. In the web direc-
tory data set, we can see the situation more ob-
viously. Many single-method classifiers get zero
recall in these classes which are smaller. However,
our combination methods don’t have this situa-
tion.

5 Conclusions and Further
Researches

In this paper we develop efficient techniques to
combine the strength of well-known classifiers
such as linear classifiers, decision trees, Bayesian
methods, neural networks, and support vector
machines. According to combination-based ap-
proaches, we develop and evaluate several classi-
fier combination methods, including Voting, Maxi-
mum Precision, BKS, Weighted Voting, NB Com-
bination and Decision Tree. Experiments show
that our approaches significantly improve the clas-
sification accuracy of individual classifiers for Chi-
nese texts classification as well as web page classi-
fication. Furthermore, our combination methods
are more stable than single classifiers such that we
avoid the bias situation that prefers large classes
than small classes.

On the other hand, there is a question whether
or not we can reduce the number of classifiers
while maintaining the accuracy achieved by com-
bining all classifiers. The classifier selection or
model selection, which selects a small subset of
most representative models to participate in the
combination, is a very important phase to fil-
ter out useless models or to choose the most

useful classifiers for combination. Beside the
combination-based approach, there is another ap-
proach call the selection-based approach that a
selecting classifier is trained to select a classifier
for each new instance from the committee, which
can best classify the new instance. We will discuss
these related approaches in the future.
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Table 1: Accuracy of combining methods in the CNA data with 4500 terms.
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Table 2: Accuracy of combining methods in the web directory data with 20000 terms.
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Table 3: Macro-Accuracy of single methods in the CNA data with 4500 terms.
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Table 4: Macro-Accuracy of combining methods in the CNA data with 4500 terms.
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